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Abstract 

Breast cancer recurrence is often treated with hormonal and targeted chemotherapy. 

To this end, nicastrin, a protein involved in Notch signaling, has been associated with 

breast cancer recurrence. In this work, binding sites in nicastrin were identified. 

Binding interactions, and modes, of known nicastrin inhibitors were investigated using 

structure-based techniques. A binding site, termed the DYIGS binding site, (named 

after the conserved hydrophilic residues Asp336, Tyr337, Iso338, Gly339, and Ser340 

found in the site) was identified. The binding mechanisms, and interactions, of known 

nicastrin inhibitors were investigated in the identified binding sites. This was done 

using binding free energy calculations, and per residue decomposition analysis. 

Residues such as Val138, Gln139. Asp143, Arg105 and Glu174 were discovered to 

be important in the interactions. The physicochemical properties and scaffold space 

of nicastrin inhibitors were investigated. Scaffold analysis and machine learning 

models identified specific connectivity containing a sulfon, sulfonamide, or 

sulfonamide connected to cyclic structures; and a halide or a halide connected to a 

benzene ring as being associated with high activity for nicastrin inhibition. Seven 

nicastrin inhibitors were discovered using this information. A preliminary antitumour 

bioassay confirmed the activity of six of the seven compounds, which inhibited tumour 

growth by more than 20%. However, three of these compounds demonstrated 

acceptable physicochemical and pharmacokinetic properties. The identification of 

these nicastrin actives opens new avenues for the development of breast cancer 

treatments. 
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1 Breast Cancer and Nicastrin 

 

1.1 Introduction 

A meticulous treatment plan based on parameters such as tumour subtype, cancer 

stage, genetic markers, and the patient’s overall health, determines the outcome of 

breast cancer treatment. However, the existence of signaling pathways such as Notch, 

which promote the proliferation of breast cancer stem cells, leads to resistance and 

recurrence even after an initial effective treatment. Furthermore, due to a lack of 

screening techniques, and limited access to diagnostic facilities, late-stage cancers 

that are aggressive, and resistant to treatment are common. Most breast cancer 

patients in developing countries are in this situation. 

This chapter gives the study's background and emphasises the significance of 

developing compounds for estrogen-resistant breast cancer. The gamma-secretase 

enzyme complex, particularly the nicastrin subunit, is linked to estrogen-resistant 

breast cancer. The gap that remains, and serves, as the study's foundation was 

identified after reviewing studies that are related to the development of therapies for 

nicastrin. 

1.2 Background  

Breast cancer is one of the leading causes of death in women worldwide.  Global 

incidence and mortality data highlight the devastation caused by breast cancer. 

According to GLOBOCAN 2018,[1] breast cancer is the most commonly diagnosed 

cancer in women accounting for 11.6% of all cases in women, with nearly 60% of these 
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women coming from low-income countries.[2, 3, 4]  Despite the low incidence rates in 

sub-Saharan Africa, particularly Zimbabwe (39.2 per 100 000) (Figure 1.1a), the 

region has higher fatality rates, with Zimbabwe having 20.2 per 100 000 (Figure 1.1b) 

due to diagnostic difficulties, late presentation, and unaffordable care. [1, 5] 
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A.  

 

 

B. 

 

Figure 1.1 2020 Global breast cancer age standardised. 

A. incidence rates and B. mortality rates. [1] Data source: GLOBOCAN 2020 at 
http://gco.iarc.fr/today. 

 

http://gco.iarc.fr/today
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Breast cancer affects women of all ages, not just postmenopausal women, and this is 

a significant source of concern. [2] According to the Global Cancer Registry, 

approximately 104 females, aged 25 to 44, are diagnosed with breast cancer in 

Zimbabwe annually. [1] Tumours that appear at such a young age are aggressive and 

have a terrible prognosis. [5,6] Unfortunately, because of the failure to detect hormone 

and gene status, most patients have a low survival making tailored treatment difficult. 

[7] An overview of the progression of breast cancer is discussed in the following section 

in order to account for the therapeutic alternatives that can be established in such 

circumstances. 

 

1.3 Genesis of breast cancer  

Breast cancer originates from the epithelial cell lining milk ducts. [8] Although the 

underlying aetiology of breast cancer is unknown, accumulating evidence suggests 

that mammary stem cells in the breast proliferate and differentiate to give rise to all 

other epithelial cell types inside the breast. These stem cells become tumour targets 

due to their ability to specialise and self-renew. [9,10] Breast tumours are extremely 

diverse due to the highly dynamic cellular development of these stem cells. [11] This 

encompasses a variety of histopathological, biochemical, and clinical characteristics 

that exhibit varying responses to treatment approaches, resulting in resistance and 

recurrence. [12] 

 

Breast cancer recurrence and proliferation are induced when signaling pathways 

necessary for normal stem cell self-renewal, proliferation, and differentiation are 

disrupted, resulting in the formation of cancer stem cells (CSC). CSCs are rare or 

minority cell populations in malignancies [9,13] that are capable of differentiating 
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progeny and play a role in cancer initiation, development, metastasis, recurrence, and 

drug resistance. [9,14] 

 

1.4 Treatment of breast cancer  

Breast tumours have been classified into molecular subtypes using hormone receptor 

types such as estrogen receptor alpha (ERα), triple-negative breast cancer (TNBC), 

and human epidermal growth factor receptor amplified (HER2+). These molecular sub-

types as well as the patient’s pathological traits, and tumour stage, determine the 

therapeutic options. [15] For example, the ERα sub-type accounts for 75% of breast 

cancer cases, and standard therapies restricts the function of the ERα. Tamoxifen, a 

common endocrine treatment, has a high success rate in blocking E2/ERα 

interactions. [16]  

However, tamoxifen's efficacy is obscured by 40-50% resistance due to other signaling 

pathways that are not dependent on the E2/ERα interaction that fuels the growth of 

breast cancer cells. [17] Between 10–30% of breast cancer patients with endocrine 

resistant cancer are at high risk of developing brain metastases. [18–20] To this effect, 

therapeutic techniques that target breast cancer stem cells as well as the tumour 

microenvironment to improve the performance of traditional medications like tamoxifen 

are being developed to greatly improve breast cancer treatment. Signaling pathways 

have an impact on tumour microenvironments. [21] 

Breast cancer recurrence and progression have been linked to signaling pathways 

involved in stem cell survival and development, as well as cell homeostasis. Several 

studies have discovered that specific breast cancer subtypes have increased 

expression of these signaling pathways, which include notch, hedgehog, and Wnt. [9,13] 
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The notch pathway is particularly important because it interacts with other pathways. 

Physiologically, notch signaling is involved in embryonic development and appropriate 

mammary development. [22] The notch is also involved in cell homeostasis processes 

such as stemness, differentiation, and death [22, 23]. Pathologically, on the other hand, 

it plays a role in tumourigenesis through a variety of mechanisms that promote a wide 

range of cancer phenotypes. [10, 24, 25] Changes in notch signaling promote the survival, 

renewal, and differentiation of cancer stem cells. For example, its interaction with the 

estrogen pathway promotes resistance to standard anti-estrogen therapies. [26,27] 

Modulation of the notch pathway is critical for the success of these anti-estrogen 

therapies. 

Several proteases, including the gamma-secretase complex, are required for notch 

signaling. [28] Notch signaling can be modulated by targeting receptors involved in 

notch proteolysis, such as gamma-secretase complex subunits. [23] The gamma-

secretase complex processes notch to produce Notch Intracellular Domain (NICD), 

which when translocated to the nucleus [29] activates either homeostasis processes or 

altered signaling, resulting in stem cell expansion. [30] To develop drugs against the 

gamma-secretase complex for breast cancer treatment, it is necessary to first 

understand the architecture of the complex. The gamma-secretase complex is 

discussed in detail in the sections that follow. 

 

1.5 The Gamma-secretase complex 

Structural genomics has provided near-atomic resolution structures of the gamma-

secretase complex using cryo-electron microscopy (cryoEM) analysis, and the 

structure has been detailed as a high molecular weight complex that is minimally 

composed of four subunits, presenilin, nicastrin, anterior pharynx defective (1) (Aph-
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1) and presenilin enhancer (2) (Pen-2) [31] as shown in Figure 1.2. These units work 

together to activate the gamma-secretase. Pen-2 binds to presenilin and participates 

in complex maturation. Presenilin is a nine-pass transmembrane protein that forms the 

complex's catalytic core. Nicastrin, on the other hand, has a large glycosylated 

ectodomain with a single transmembrane domain and is involved in substrate 

recognition and recruitment, whereas Aph-1 has seven transmembrane domains and 

is involved in complex assembly. [32,33] The focus of this research is designing 

compounds that target nicastrin. The following section discusses notch and breast 

cancer gamma-secretase inhibitors.  
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Figure 1.2 Cartoon representation of the gamma-secretase complex.  

The four subunits are displayed: nicastrin, presenilin, aph-1 and pen-2. Glycan 
residues on nicastrin are displayed in stick representation. 

 

 

1.6 Gamma-secretase inhibitors against breast cancer 

Gamma-secretase inhibitors (GSI) have been extensively studied, and several of them 

are promising in cancer therapy targeting presenilin, the catalytic core of the gamma-

secretase complex. [34] The compound, R04929097, a GSI, has been studied in a 

variety of cancers, including cervical, colon, refractory, ovarian, tracheal, pancreatic, 

and breast, and has been shown to be effective as a single agent or in combination 

with other standard cancer therapies in suppressing cancer stem cells and advanced 
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solid tumours. [23] When R04929097 was applied to inflammatory breast cancer cell 

lines (Figure 1.3) notch target genes were downregulated, making the cells more 

sensitive to ionizing radiation. [35] MK-0752 (Figure 1.3), a gamma-secretase inhibitor, 

was also investigated on human breast tumour grafts and found to be effective in 

reducing breast cancer stem cells when combined with docetaxel treatment. Another 

gamma-secretase inhibitor, MRK-003 (Figure 1.3), was discovered to inhibit tumour 

recurrence, and when combined with trastuzumab, it induced tumour regression in 

ErbB-2 positive breast xenographs. [36]  

Trastuzumab, a standard cancer drug, inhibits ErbB-2 signaling in breast cancer; 

however, there is over-amplification of the notch-1 receptor, which is activated in 

response to the inhibitor [37] resulting in drug resistance. In vitro, the use of the gamma-

secretase inhibitor MRK-003 reduced trastuzumab resistance.  

The modulation of the notch can be done by targeting the gamma-secretase complex 

that mediates its proteolysis, however, inhibition of the gamma-secretase complex by 

targeting the catalytic site has confounding effects due to its functional link to critical 

signaling processes. Various studies have looked at modulation of the gamma-

secretase complex rather than its inhibition to avoid these confounding effects on 

normal cell processes. Since nicastrin is involved in substrate recognition and 

recruitment and not in the catalytic events of the complex, targeting nicastrin could 

modulate the functions of the complex without completely inhibiting it. 
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Figure 1.3 Gamma-secretase inhibitors used in breast cancer therapy.  

A R04929097 has been used in inflammatory breast cancer cell lines. B MK-0752 

has been assessed on human breast tumour grafts. C MRK-003 has been exposed 

to ErbB-2 positive breast xenographs. 

 

 

1.7 Nicastrin subunit 

Nicastrin is composed of a large glycosylated ectodomain and a transmembrane that 

connects the subunit to the rest of the complex via hydrophobic interactions [38] with 

the transmembrane base. Nicastrin contains conserved domains that aid in its 

function. The nicastrin ectodomain is structurally similar to aminopeptidases, 

particularly the bacterial aminopeptidase (BAP) in that it has a large and small lobe in 

the ectodomain. The 3D structure of nicastrin is depicted in Figure 1.4.  

While the active site in BAP is in the large lobe and contains two zinc ions required for 

protease activity, a similar region in nicastrin is covered by a loop (residues Ser137 to 

Gly168) that extends from the small to the large lobe and acts as a lid [39]. In nicastrin, 

the area covered by the lid bears the conserved hydrophilic DYIGS motif (Asp336, 

Tyr337, Iso338, Gly339, and Ser340), and the residues have been found to be 

essential in modulating gamma-secretase activity [33, 40, 41] as well as substrate 

recognition and recruitment. 

A B C 
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Another domain found in the large lobe is the tetratricopeptide repeat like domain 

(TPR-like) which is homologous to the tetratricopeptide repeat 2A (TPR2A) domain, 

and functions as an interaction module, and a multiprotein complex mediator. [42] 

According to Zhang et al. [43] the TPR-like domain in nicastrin is involved in substrate 

recognition and binding, with disruption of its helical structure inhibiting notch 

processing by the gamma-secretase complex.  

 

Figure 1.4 The structure of nicastrin.  

Illustrated with the two domains, the ectodomain and a single transmembrane 

domain. The Ectodomain contains the large and small lobe. 
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1.8 Advances in the development of inhibitors towards nicastrin 

The importance of developing nicastrin inhibitors was highlighted in a study by 

Lombardo et al. [44] demonstrating that nicastrin, in conjunction with the notch 4 

intracellular domain, and induced resistance of breast cancer cells to Tamoxifen, 

causes recurrence. As a result of the large ectodomain in nicastrin, advances in 

identifying nicastrin ligands are focused on the development of monoclonal antibodies. 

[45] Monoclonal antibodies with anti-tumour activity has been developed to modulate 

nicastrin binding to notch. 

Hayashi et al. [46] reported the use of a single chain variable fragment (scFv) as an 

intrabody against nicastrin, which reduced the production of the notch intracellular 

domain to modulate the production of the notch intracellular domain. This influences 

breast cancer recurrence. Zhang et al. [47] also developed scFVG9, a synthetic 

antibody fragment that inhibited nicastrin maturation, and prevented the formation of 

the gamma-secretase complex, thereby affecting notch processing but sparing APP 

processing. 

Filipovic et al. [48] developed an anti-nicastrin monoclonal antibody (Anti-NCSTN mAB 

clone-2H6) that outperformed R04929097, a known small molecule gamma-secretase 

inhibitor, in terms of anti-tumour efficacy. Similarly, Lombardo et al. [44] discovered that 

an anti-nicastrin monoclonal antibody reduced the population of breast cancer stem 

cells in endocrine resistant breast cancer cells. 

Aside from monoclonal antibodies, Arai et al. [49] discovered that cowanin, a natural 

product, can accelerate the degradation of nicastrin, inhibiting the production of notch 

intracellular domains. Cowanin reduced nicastrin levels while having no effect on the 

expression of other gamma-secretase subunits. The discovery of natural products for 
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nicastrin and the development of monoclonal antibodies for nicastrin demonstrate 

nicastrin’s potential as a target for developing breast cancer drugs. Despite these 

efforts, there is still a gap in the design of small molecules that specifically target 

nicastrin. Small molecules that modulate or inhibit notch signaling so far target 

presenilin, the catalytic centre of the gamma-secretase complex, whereas nicastrin 

and other components are only thought to be important for the gamma-secretase 

complex's physiological activity. Small molecules identified specifically for nicastrin are 

still unavailable.   

 

1.9 Problem statement 

Breast cancer is the most common cancer in women worldwide, accounting for 24% 

of new cancer cases, and 15% of cancer deaths, with less developed countries 

accounting for 58% of cancer deaths. [50] In sub-Saharan Africa, premenopausal 

women account for a higher proportion of cases, with aggressive tumours with poor 

prognosis, leading to failure or resistance to standard therapies and high mortality. 

These aggressive and resistant tumours have a high likelihood of developing into brain 

metastasis. [20] In Zimbabwe, according to the Global Cancer Registry, approximately 

104 females between the ages of 25 and 44 are diagnosed with breast cancer, with a 

low survival rate [1]. Patients experience physical, emotional, and social changes that 

affect their quality of life and productivity and, as a result, national income. [51] 

Mammography screening, early detection, and early treatment measures have been 

implemented in developed countries, resulting in improved breast cancer control and 

mortality rates. In less developed countries, on the other hand, a lack of screening 
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protocols, awareness, and limited access to diagnostic facilities makes targeted 

treatment difficult, [7] resulting in aggressive tumours resistant to standard therapies. 

Since nicastrin is found on the surface of breast cancer cells from resistant cell lines, 

[48] nicastrin-specific inhibitors need to be developed to augment standard breast 

cancer therapies. Small molecules that target nicastrin and other components of the 

gamma-secretase complex are available, however binding data does not show small 

molecules that are specifically designed for nicastrin. 

1.10 Justification of the study 

Given the challenges presented by breast cancer, therapy that targets specific proteins 

involved in breast cancer growth and resistance is now being encouraged. According 

to Francies et al., [52] aggressive late-stage cancer with emerging molecular resistance 

can be managed with systematic and targeted therapies. It is critical to design, and 

develop, nicastrin-specific inhibitors. Furthermore, breast cancer is the most common 

type of cancer that spreads to the brain. Because gamma-secretase inhibitors, which 

are the basis for the computational design of nicastrin inhibitors, were originally 

created for Alzheimer's disease and can permeate the brain, nicastrin-specific 

inhibitors may therefore be beneficial in cases of brain metastasis. The success of 

such therapies could lead to better treatments and overall survival rates, resulting in a 

higher quality of life and health. 

As such, the study aims to develop a long-term approach to addressing people's health 

and well-being in Africa, and the world at large, with a focus on discovering compounds 

with activity against breast cancer, particularly resistant subtypes, using 

chemogenomic methods. 
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1.11 Aims and objectives 

1.11.1 Aims 

• Identification of inhibitors of gamma-secretase for breast cancer therapy 

using chemogenomic methods. 

 

1.11.2 Objectives 

• Identify binding sites in the nicastrin subunit and analyse binding modes and 

interactions of known nicastrin inhibitors through docking calculations and 

molecular dynamic simulations. 

• Analyse and compare the chemical space of known active nicastrin 

inhibitors and FDA breast cancer drugs.  

• Build machine learning models of nicastrin inhibitors. 

• Identify inhibitors for nicastrin by virtual screening of compound databases 

using the machine learning models. 

• Determine binding affinities of screened actives and analyse their 

interactions in the identified binding sites through docking calculations. 

• Confirm anti-cancer activity of potential active compounds through 

biological screening assays. 
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2 Literature review: Experimental Methods and Techniques 

2.1 Introduction 

This chapter provides an overview of the methods used in this study, including binding 

site identification and validation methods for the gamma secretase units, as well as 

ligand-based methods for building machine learning QSAR models to investigate 

structure-activity relationships. Drug delivery barriers, pharmacokinetic analysis, and 

antitumour tests are also discussed. 

2.2 Binding site identification 

Throughout an organism's life cycle, proteins are involved in a variety of vital 

processes and activities that either directly or indirectly carry out significant biological 

functions. They interact with other biomolecules to carry out specific functions. These 

interactions take place at locations on the protein known as the binding sites. [1] The 

identification of binding sites is essential in drug design and optimisation.  

Binding sites can be identified using substrates, protein structure, and sequence 

annotation. [2–4] The function of the gamma secretase unit, protein nicastrin, has 

primarily been studied through sequencing, which has resulted in the identification of 

conserved residues. However, there is a need to expand the functional annotation of 

nicastrin by identifying binding sites, which are important in drug design. [5, 6]. 

Chemogenomic strategies can be used to expand the functional annotation. [7–9] 

Algorithms that use protein structural information to identify binding sites on protein 

surfaces have proven to be effective, and these can be applied to nicastrin. [4]   

To predict binding sites, some algorithms search for pockets on the protein surface, 

while others use binding energies of probes or known ligands placed on a grid to 
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predict these binding sites. [10,11] The ensuing sections provide examples of these 

techniques.  

2.3 Binding site identification methods 

In identifying binding sites using structural information, template-based methods [1,6,12] 

geometry-based methods, [13,14] and methods based on energy-related calculations [13] 

are commonly used. For example, Goswami et al. [15] identified the ThDP binding 

pocket of the P. falciparum DXP synthase using a consensus-based COACH method, 

whilst Lanka [16] used site map to identify binding cavities for inhibitors targeting 

FAM3B causing type 2 diabetes mellitus.  

The principle of similar proteins with similar functions is used in template-based 

methods to transfer known binding sites from known homologues to the query 

structure using sequence or structural alignment techniques. [12] Unfortunately, 

template-based methods are limited to templates with high levels of sequence identity, 

which are required for accurate binding site identification. [1,6] Nicastrin’s structural 

similarity to its homologues is less than 50%, with most of the similarities confined to 

the large lobe. [17] As a result, using template-based methods to define nicastrin-

binding sites becomes difficult, necessitating the use of other methods. 

Methods that use information from the protein structure, such as geometry-based and 

energy-based methods, are preferred for improving functional annotation. [18–20] The 

atoms of the protein are initially represented as hard van der Waals non-bonded 

spheres. These spheres represent the distribution of electron clouds around atomic 

nuclei. The protein is then described as a space-filled shape composed of non-bonded 

atom balls, with the geometry (area and volume) or physicochemical properties of the 

protein surface being used to identify protein binding sites. [21] Geometry-based 
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methods identify cavities on the protein's surface by considering the target surface’s 

spatial geometry measurements via a grid system scan, alpha shape, or probe sphere 

filling. [14] The limitation of geometry-based methods is that they are sensitive to protein 

orientation and grid spacing.  

Energy-based methods, on the other hand, estimate the binding site as the location 

on the protein's surface with the lowest interaction energy between a probe and the 

protein atoms. [13] The Q-SiteFinder is an example of an energy-based method that 

locates energetically favourable binding sites by utilising the interaction energy 

between the protein and a simple van der Waals probe. Clusters of energetically 

favourable probe sites are ranked based on the sum of interaction energies for sites 

within each cluster. [11] Both of these methods have some limitations. A disadvantage 

of energy-based methods is that they rely on scoring functions for accurate 

predictions, which can be difficult to establish at times. [22]  

 

2.3.1 Energy based methods for binding site identification 

Energy-based methods use the distribution of energy values to predict binding sites 

by calculating non-bonded interactions between atoms within a molecule and those in 

other molecules. [13] Energy-based methods have the advantage of not being affected 

by protein size, and binding sites can be small but sufficient to accommodate ligands 

of various sizes. Different chemical probes can also be used to interrogate the protein 

surface, resulting in the identification of binding sites with different chemical properties 

within the same site. [23] Energy-based methods such as those based on the Lennard 

Jones potential as well as ligand docking were investigated in this work. 

 



24 
 

2.3.1.1 Ligand docking methods 

Non-bonded interactions, as well as other types of energy, such as electrostatic 

interactions using the coulombic formula, hydrogen bonds, hydrophobic effects, and 

ionic interactions, are calculated using ligand docking methods. [24] Blind docking is 

the process of identifying probable binding modes across the entire surface of a 

protein which is typically done when the binding site on a protein is unknown. [11, 25] 

The docking method predicts the intermolecular framework between a protein and a 

ligand, indicating the most energy-efficient binding modes that cause inhibition. [26, 27] 

To obtain the preferred protein-ligand complex, docking runs and energy calculations 

are repeatedly performed until a favourable pose is discovered. [11, 28]  

The docking process can be divided into two coherent stages as shown in Figure 2.1. 

The first stage is sampling to explore the ligand’s poses in the protein binding site. [28] 

Different algorithms are used to sample the most energy-efficient modes, which 

distinguishes docking programs. Shape matching, systematic search (exhaustive 

search, fragmentation, and conformational ensemble), and stochastic search 

algorithms are the most commonly used sampling algorithms (Monte Carlo 

simulations, genetic algorithm, Tabu search and swarm optimisation). [26, 29] 

The second stage of docking is scoring where results are optimised and ranked based 

on predicted binding affinities. [28] The most accepted low-energy conformations are 

found in potential binding sites. Scoring functions include force-field-based, empirical-

based, descriptor-based, knowledge-based, and consensus-based methods and 

some methods combine these functions. [30] For example, the scoring function 

AutoDock Vina uses a combination of empirical and knowledge-based algorithms. [11, 

31] 
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Figure 2.1 The docking process. [32] 

 

 

 

2.3.1.2 Lennard -Jones based methods 

Most energy-based methods use the Lennard-Jones potential [33] to approximate 

binding energies and bond lengths using probes that outline protein surfaces in 

search of clefts and voids. Different algorithms have different probes. For example, 

PocketFinder uses an aliphatic probe [34] whereas Q-SiteFinder uses a methyl probe. 

[23] The Lennard-Jones potential is a method for calculating the energy for atom pairs 
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that are not bonded. The binding energies are calculated using the depth of potential 

wells at preferred interaction distances between the probe and the protein atom. [35] 

These interaction distances represent the bond lengths between atom pairs. 

Equation 2.1 can be used to calculate potential energy, which can then be plotted 

as shown in Figure 2.2. 

𝑷𝑬 = 𝟒𝜺 − [(
𝜹

𝒓
)𝟏𝟐 − (

𝜹

𝒓
)𝟔] 

Equation 2.1 

      

Where PE denotes potential energy, ε is the depth of the potential energy well and δ 
is the inter atomic distance at zero potential and zero attraction. 
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Figure 2.2 The Lennard-Jones potential.  

Used to approximate the binding energy as well as the bond length. The depth of 
the potential well, ε, represents the binding energy, δ is the interatomic distance at 
zero potential, and zero attraction and BL represents the bond length. 

 

2.4 Binding site identification methods used for nicastrin 

In this work, blind docking with AutoDock Vina [36], and PocketFinder [34] in the Internal 

Coordinate Mechanism software (ICM) [37] were used to predict and characterise 

binding sites of nicastrin.   

 

2.4.1 AutoDock Vina 

The AutoDock Vina [36] program was used to identify potential binding sites in nicastrin. 

AutoDock Vina employs an evolutionary search to determine the conformational space 

of the ligand. [11] An appropriate binding site is mapped by first positioning the ligand 

(pseudo-random space) used for binding site identification in a 3D space, which is 

oriented using a rotational vector and a set of rotatable bonds and torsions that are 

twisted to certain degrees to generate a pose. The protein-ligand conformations are 
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optimised by determining the best rotation and translation of the ligand within the 

protein to generate acceptable poses through global optimization via a modified Monte 

Carlo algorithm and the Metropolis criteria. The Broyden-Fletcher-Goldfarb-Shanno 

method is used for local optimization after global optimisation. [31, 38] 

The generated poses are then scored by using a hybrid algorithm that combines 

empirical and knowledge-based algorithms. [11, 31] The scoring function takes into 

account both intermolecular energy (van der Waals and electrostatic interactions 

between protein and ligand atoms) and intramolecular energy, with the best pose 

having the least amount of interacting energy, known as binding energy, E. [36] 

Equations 2.2 to 2.4 describe the Vina scoring function. [36] The binding energy is 

predicted as the sum of distance dependent atom pair interactions Equation 2.2. 

𝑬 =  ∑𝒆𝒑𝒂𝒊𝒓(𝒅) 

Equation 2.2 

Where d is the surface distance calculated using the Equation 2.3, where r is the 

interatomic distance and Ri and Rj are the radii of the atom pair. 

𝒅 = 𝒓 − 𝑹𝒊 − 𝑹𝒋 

Equation 2.3 

Every atom pair interacts through a steric interaction given by the first three terms of 

Equation 2.4. There could also be hydrophobic and non-directional H-bonding 

interactions, given by the last two terms of Equation 2.4.  

 

𝒆𝒑𝒂𝒊𝒓(𝒅)  =  

{
 
 

 
 

𝒘𝟏  ∗  𝑮𝒂𝒖𝒔𝒔𝟏(𝒅)  +

𝒘𝟐  ∗  𝑮𝒂𝒖𝒔𝒔𝟐(𝒅)  +

𝒘𝟑  ∗  𝑹𝒆𝒑𝒖𝒍𝒔𝒊𝒐𝒏(𝒅) +

𝒘𝟒  ∗  𝑯𝒚𝒅𝒓𝒐𝒑𝒉𝒐𝒃𝒊𝒄(𝒅) +

𝒘𝟓  ∗  𝑯𝑩𝒐𝒏𝒅(𝒅)

 

Equation 2.4 
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2.4.2 Internal Coordinate Mechanism 

The Internal Coordinate Mechanism (ICM) method developed by Molsoft L.L.C [37, 39] 

was used to identify binding sites, and the sites were compared with those identified 

during the docking process. The PocketFinder algorithm in ICM creates an orthogonal 

parallelepiped grid potential map around a protein constructed from a van der Waals 

force field using an aliphatic probe based on the transformed Lennard-Jones formula 

(Equation 2.5). [34] 

𝑷𝒑
𝒐 =∑(

𝑨𝑿𝒍𝑪

𝒓𝒑𝒍
𝟏𝟐
−
𝑩𝑿𝒍𝑪

𝒓𝒑𝒍
𝟔
)

𝑵

𝒍=𝟏

 

Equation 2.5 

 

Where rpl is the distance between the probe p at the grid node and the protein atom Xl. 

AXC and BXC are molecular mechanics force fields adapted from the Empirical Energy 

Program for Peptides. Attractive regions of are maintained by truncating Pp
o to range 

of a -0.8. 

 

The 3D grid potential map contains grid points that are used to approximate the shape 

of the protein [40] with 1.0 Å spacing and an additional 1.0 Å margin beyond the protein's 

dimensions. [34] The potential energy of the aliphatic probe is stored in these grid 

points, and the cumulative sum describes the binding site. The generated potential 

map is then smoothed to highlight van der Waals potential regions and contoured to 

create potential ligand envelopes. 
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2.4.3 Druggability analysis 

After identifying potential protein binding sites, the next step is to determine whether 

the identified binding sites can bind small drug-like molecules, that is if they are 

druggable. The druggability analysis connects protein properties to the 

physicochemical properties of drug-like compounds. [5,41]. The drug-like properties of a 

small molecule should be complemented by properties present in the binding site for 

high affinity binding and modulation or inhibition. During the assessment, druggability 

indices derived from characteristics of known ligand binding sites are typically used to 

score identified binding sites. [41–43] Ligand binding sites can be characterised by 

hydrophobicity or polarity, volume, buriedness, and compactness. A metric can be 

used to determine whether drug-like compounds can target a binding site. An example 

of such a metric is the DLID score by Sheridan and colleagues [44] used to evaluate 

binding sites. The DLID score is a combination of: 

1. Pocket volume. 

2. Buriedness, which is a ratio of the solvent accessible surface area covered by 

its shell to the solvent accessible surface area of the pocket in isolation. The 

most buried pocket is 1.0 and open pocket, 0.5.  

3. Hydrophobicity is the fraction of the pocket surface in contact with hydrophobic 

atoms of its shell 

The DLID is then obtained by combining the above parameters using Equation 2.6. 

𝑫𝑳𝑰𝑫 = −𝟖. 𝟕 + 𝟏. 𝟕𝟐 𝐥𝐨𝐠(𝒗𝒐𝒍𝒖𝒎𝒆) +  𝟑. 𝟗𝟒(𝒃𝒖𝒓𝒊𝒆𝒅𝒏𝒆𝒔𝒔)

+  𝟐. 𝟐𝟕(𝒉𝒚𝒅𝒓𝒐𝒑𝒉𝒐𝒃𝒊𝒄𝒊𝒕𝒚) 

Equation 2.6 

Where a high DLID (=1) score represents a druggable binding site  
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To visualise and rank pockets, a druggability landscape based on the calculated DLID 

score can be plotted. Characterisation of identified binding sites to determine whether 

they are druggable is critical, given that the majority of known nicastrin-targeting 

compounds are drug-like molecules. In this study, the deposited 3D structure of 

gamma-secretase conformers was used to identify possible binding sites in nicastrin. 

Since ligand binding induced conformational changes were noticed in nicastrin, 

druggability analysis of the conformers was done to identify nicastrin conformers that 

would be used for docking and virtual screening processes that followed. The DLID 

score was calculated within ICM PocketFinder.  

2.4.4 Molecular Dynamic Simulations 

A popular method for determining binding sites and modes is molecular docking. The 

top-scoring poses from docking calculations, which are the best binding modes for 

inhibitors, can be improved by including structural, dynamic, and entropy effects for 

the protein ligand. In addition to exploring the conformational aspects of protein-ligand 

systems, molecular dynamic effects also detail protein-ligand interactions and make 

binding affinity predictions using binding free energy calculations. [45] There are a 

number of software for molecular dynamic simulations, the GROningen MAchine for 

Chemical Simulations (GROMACS) [46] Large-scale Atomic/Molecular Massively 

Parallel Simulator (LAMMPS), [47] Nanoscale Molecular Dynamics (NAMD), [48] 

Chemistry at Harvard Macromolecular Mechanics (CHARMM), [49] GENeralised-

Ensemble Simulation System (GENESIS) [50] and Assisted Molecular Building with 

Energy Refinement (AMBER) [51] amongst others.  
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In this study, the Molecular dynamic simulations were done through the GROningen 

MAchine for Chemical Simulations (GROMACS) 2022.1 software. [46] The integration 

of Newton's equation of motion was used to calculate the movements of atoms over 

time (Equation 2.7). 

 

𝒅𝟐𝒓𝒊(𝒕)

𝒅𝒕𝟐
=
𝑭𝒊(𝒕)

𝒎𝒊
 

Equation 2.7 

 

Where 𝑭𝒊(𝒕) is force exerted on atom i at time t, 𝒓𝒊(𝒕) is the vector position of the atom 

i at time t and 𝒎𝒊 is the mass of the atom. 

The time is partitioned into time steps (δt) which is used to propagate the system in 

time. Integration algorithms are used to derive the Newton’s equations using a discreet 

time numerical approximation. The velocity-Verlet integrator was used compute the 

position and velocity of atoms as shown in Equation 2.8. 

 

𝒓𝒊(𝒕 + 𝜹𝒕) = 𝒓𝒊(𝒕) + 𝒗𝒊(𝒕) 𝜹𝒕 +
𝟏

𝟐
𝒂𝒊(𝒕)𝜹𝒕

𝟐 

𝒗𝒊(𝒕 + 𝜹𝒕) = 𝒗𝒊(𝒕) +
𝟏

𝟐
[𝒂𝒊(𝒕) + 𝒂𝒊(𝒕 + 𝜹𝒕)] 𝜹𝒕 

Equation 2.8 

Where 𝒓𝒊(𝒕) and 𝒗𝒊(𝒕) are the position, velocity and acceleration of the atom i at time 

t respectively and 𝒓𝒊(𝒕 + 𝜹𝒕), 𝒗𝒊(𝒕 + 𝜹𝒕) and 𝒂𝒊(𝒕 + 𝜹𝒕) are position, velocity and 

acceleration of the atom i at time t respectively.  
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Acceleration is calculated from the forces acting on the atom i according to Newton’s 

second law (Equation 2.9). These forces are computed from the force field. In this 

study the Charmm36 all atom force field was used. The force field is a function that 

approximates potential energy, as a sum of bonded (intramolecular) and non-bonded 

energy terms. [52] The force field estimates bond stretching (harmonic potential), 

torsional potential (trigonometric function) in the bonded potential. Non-bonded terms 

consist of van der Waals and Coulomb electrostatic interactions between atoms 

(Equation 2.10 and Equation 2.11)  

𝒂𝒊(𝒕) =
𝒅𝟐𝒓𝒊(𝒕)

𝒅𝒕𝟐
=
𝑭𝒊(𝒕)

𝒎𝒊
= −

𝒅𝑽(𝒓(𝒕))

𝒎𝒊𝒅𝒓𝒊(𝒕)
 

Equation 2.9 

𝑽𝒃𝒐𝒏𝒅𝒆𝒅 = ∑ 𝑲𝒃(𝒃 − 𝒃𝟎)
𝟐

𝒃𝒐𝒏𝒅𝒔

+ ∑ 𝑲𝜽(𝜽 − 𝜽𝟎)
𝟐

𝒂𝒏𝒈𝒍𝒆𝒔

+ ∑ 𝑲𝑿(𝟏 + 𝒄𝒐𝒔(𝒏𝑿 − 𝜹))

𝒅𝒊𝒉𝒆𝒅𝒓𝒂𝒍𝒔

 

 

Equation 2.10 

𝑽𝒏𝒐𝒏𝒃𝒐𝒏𝒅𝒆𝒅 = ∑
𝒒𝒊𝒒𝒋

𝜺𝒓𝒊𝒋
𝒏𝒐𝒏𝒃𝒐𝒏𝒅𝒆𝒅 𝒑𝒂𝒊𝒓𝒔 𝒊𝒋

+ ∑ 𝜺𝒊𝒋 [(
𝑹𝒎𝒊𝒏 ,𝒊𝒋

𝒓𝒊𝒋
)

𝟏𝟐

− 𝟐(
𝑹𝒎𝒊𝒏,𝒊𝒋

𝒓𝒊𝒋
)

𝟔

]

𝒏𝒐𝒏𝒃𝒐𝒏𝒅𝒆𝒅 𝒑𝒂𝒊𝒓𝒔 𝒊𝒋

 

 

Equation 2.11 

Where 𝐾𝑏, 𝐾𝜃, and 𝐾𝑋 are the bond, angle and torsion force constants;   𝑏,  𝜃 and 𝑋 

are bond length, bond angle and dihedral angle; n is the multiplicity and 𝛿 is the phase 

of the torsion periodic function; 𝑟𝑖𝑗 is the distance between atoms i and j; qi and qj are 

the partial charges of atoms i and j and 𝜀 is the effective dielectric constant; 𝜀𝑟𝑖𝑗 is the 

Lennard-Jones well depth and𝑅𝑚𝑖𝑛 ,𝑖𝑗 is the distance between atoms at Lennard-Jones 

minimum.   
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The AnteChamber Python Parser interface (ACPYPE) [53] based on ANTECHAMBER 

[54] was used for generating automatic ligand topologies as it creates ligand topology 

in the format required by GROMACS. The information on the ligand is collected from 

the molecular coordinate files and the net charge of the ligand is defined using the 

Gasteiger method. [55] The generalized AMBER forcefield, (GAFF) [56] was used for 

ligand parameterisation. Atomic partial charges were determined via 

ANTECHAMBER. 

After parameterisation of both the protein and the ligand, a simulation box is defined 

to minimise the edge effects in a finite system by application of periodic boundary 

conditions (PBCs). The use of the PBCs allows for the inclusion of solvent or crystalline 

environments, whilst containing the molecules so as to preserve the thermodynamic 

properties such as pressure, temperature and density. The protein and ligand are 

placed into a space filling box, which is surrounded by translated copies of itself. The 

space filling boxes are available in different shapes and are suited to a system 

depending on the shape of the macromolecule. The rhombic dodecahedron and 

truncated octahedron are more spherical than cubic and hence used in the 

macromolecule is spherical in shape. The following section describes the ligand-based 

methods that were used after binding site, binding mode and interaction analysis. 

 

2.5 Ligand based methods 

The assumption that similar ligands exhibit similar activity and share similar targets, 

[56] and targets with similar binding sites bind to similar ligands, allows for the 

investigation of pharmacological links between ligands and their targets. [57, 58] In 

ligand-based drug design, quantitative structure activity relationships (QSAR) and 

pharmacophore modelling are the most commonly used techniques. 
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2.5.1 Quantitative Structure Activity Relationships 

QSARs are used to link chemical structure information to biological activity. [59] The 

primary property of interest in drug design is biological activity, which can be 

expressed as binding affinity (Ki), minimal inhibition concentration (MIC), 

concentration that causes 50% inhibition (IC50), and lethal dose (LD50). [60] The QSAR 

model, which relates chemical structures to biological activity, suggests that 

structurally similar molecules exhibit similar activity. It can be used to expedite and 

automate the evaluation of biological activity of compound libraries in order to find 

potential actives towards a target, greatly assisting in the drug discovery process. 

Following the standard steps required for the creation of a valid model creates these 

models. These include dataset collection, preparation, and analysis, descriptor 

calculation, model construction, and model evaluation. [61] 

 

2.5.2 Dataset collection and curation for Machine Learning 

2.5.2.1 Dataset collection for QSAR models 

Datasets for a QSAR study, are obtained from a variety of sources, including public 

databases that house annotated biological activity data from high-throughput 

screening experiments, such as PubChem [62] and ChEMBL [63] scientific publications, 

and user-generated data directly from experiments. The collection procedure entails 

gathering structural data on compounds as well as their biological activity as described 

by the endpoint for a specific target. When used for QSAR modelling, the chemical 

structures of the molecules are presented in a machine-readable 2D or 3D format 

rather than a 2D sketch, as is common in the literature, but rather SMILES (simplified 
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molecular input line entry system) and SDF (structure data file), which present the 

molecule in a connection table format. The other formats include MOL2, which is 

similar to the SDF includes partial charges, and InChI (IUPAC International Chemical 

Identifier). [64]  

Given that the quality of the collected dataset has a significant influence on the quality 

of the produced QSAR model, it is critical to investigate the types of assays used as 

well as potential errors in the experimental results. A manual inspection can be 

performed to ensure quality if the dataset is large enough. [61, 65, 66] The type of QSAR 

model developed is determined by how the data was collected. For example, 

predictive categorical models are typically developed when compounds from different 

assays with different experimental protocols are used for model building. [67]  

 

2.5.2.2 Dataset curation 

Given that the conventional QSAR techniques are limited in the molecular 

representations of organic structures they can handle; it is critical to clean the chemical 

structures after collection. The cleaning procedure includes the standardisation, 

neutralisation, and removal of salts, inorganic, and organometallic compounds. 

Structures are also canonised to deal with ring aromatisation, neutralisation, and 

duplicate deletion. [64, 66, 68] Furthermore, the chemical space size, chemical diversity, 

and activity distribution of the dataset can be used to characterise the dataset's quality. 

[69] Learning chemical spaces and assuming their activity can help in characterizing 

the dataset's quality. [70, 71] The chemical space can be defined by common 

physicochemical properties used in drug-like property analysis of compounds. This 

includes molecular weights (MW) ranging from 200 to 500 Da, topological polar 
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surface area (TPSA), hydrogen bond donors (HBD), and hydrogen bond acceptors 

(HBA); the number of rotatable bonds (nRotB), and solubility predicted by the octanol-

water partition coefficient (AlogP). [72, 73]  

Principal component analysis (PCA), which involves scaling the physicochemical 

properties to mean zero and variance of one and computing principal components that 

can be viewed in 2D or 3D, can be used to perform quantitative evaluation and 

visualisation of the chemical space. [71, 73] Chemical diversity of ligand data sets can 

also be examined using clustering and the calculation of Tanimoto similarity or 

Euclidean distance by computing pairwise data set diversity of the physicochemical 

properties and viewing the resulting distance matrix. 

 

2.5.2.3 Dataset preparation 

The usefulness of a QSAR model is determined by its ability to accurately predict 

biological activity, which is accomplished by establishing the predictive power of the 

model and providing a guarantee of accuracy of the models attached via model 

validation. [74] To validate and establish the predictive power of the models, the dataset 

should be divided into a training and test set. Model fitting and internal validation are 

performed on the training set, while prediction and model validation are performed on 

the test set. [75, 76] The dataset is split, either rationally or randomly, to obtain the 

training and test sets. To avoid bias, the split should ensure that the training set [77] 

covers the chemical space of the test set rather than the actual structure. A rational 

splitting is based on biological activity or molecular descriptors that quantitatively 

describe the structure of the compounds.  
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Some rational splitting methods have the disadvantage of biasing the test set towards 

the training set, obscuring the model's quality. [75, 76] The sizes of the training and test 

sets also have an impact on the model’s quality. The researcher usually chooses 

different training set-to-test set ratios while keeping in mind the following points raised 

by Roy and others. [78]  

1. If the training set contains a small number of compounds, the prediction of the 

test set is poor because there may not be enough structural information for learning 

and thus prediction.  

2. When a test set contains an insufficient number of compounds, a model with 

an inflated predictive performance is produced. Typically, the model is built using a 

training set that comprises between 70% and 90% of the dataset. 

 

2.5.3 Descriptor calculation 

The quantitative part of quantitative structure activity relationships represents the 

independent variables, which are the descriptors that represent the chemical structure. 

Ligand-based methods are based on the representation of ligands as molecular 

property descriptors, scaffolds, or fingerprints. [64, 79, 80] When computer algorithms are 

applied to a chemical structure, and its environment, to generate numerical 

representations of the structure, molecular descriptors are produced.  

To calculate descriptors, a variety of tools, and online services are available, including 

PaDEL, [81] CDK, [82] DRAGON, [83] Corina, [84] ChemDes, [85] PowerMV, [86] and 

OpenBabel [87] to name a few. These tools generate descriptors that fall into different 

categories based on their information content and dimensionality. The most basic 

descriptors (1D) account for counts of atom types or fragments and describe the 
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molecule’s global properties such as molecular weight, hydrogen bond donors and 

acceptors, which are derived from chemical formulae. [88]  

These descriptors, also known as constitutional descriptors, describe the chemical 

composition of the structure while ignoring the compound's connectivity. [88–90] These 

descriptors are computed quickly and easily, making them ideal for virtual screening 

campaigns aimed at decoding structural information that affects biological activity. 

They are useful in the absence of known compounds bound to a biological target 

because they are not conformation specific in describing the activity of that compound.  

Descriptors derived from algorithms applied to the topological representation of the 

molecule (2D) generate a connectivity table that allows the molecule to be encoded 

as bit strings or as a graphical representation of the molecule. [65] These are known as 

topological descriptors, and they describe how the compound is connected by 

describing the types of bonds and atom interactions that exist [91, 92]. For example, the 

connectivity of a molecule composed of carbon, oxygen, and nitrogen atoms is clearly 

described, as is information on their electronegativity, hybridisation, and atomic 

reactivity. [92] Although they are computationally slower, these are the most commonly 

used descriptors. Fingerprints can also be used as a 2D representation of molecules. 

A molecule is decomposed into binary fragments in fingerprint representation, and a 

hashing algorithm is used to generate possible chemical fragments, each represented 

by a bit. [93]  

Fingerprint-based calculations are much faster to compute than graphical displays. 

Geometrical (3D) descriptors are derived from algorithms that are applied to the spatial 

details of a molecule rendered in space as a rigid geometrical object. [79] The 

incorporation of energy interactions between molecules results in 4D descriptors. [80]  
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2.5.4 Removal of redundant and correlating descriptors 

Descriptor calculating tools generate a large number of molecular descriptors, which 

if not reduced, reduces model performance [77] increases the risk of overfitting data 

due to the presence of redundant descriptors [77, 94, 95] and reduces model 

interpretability and cost effectiveness of models. [96] Prior to building the model, 

suitable criteria for selecting descriptor subsets from all calculated descriptors, as well 

as a measure of the discriminative worth of each descriptor or its redundancy, should 

be provided in order to reduce the number of descriptors. Dash and Liu [97] outline a 

step-by-step procedure for descriptor selection, that includes the generation of a 

descriptor subset, evaluating it, establishing a stopping criterion, and validation. 

 

2.5.5 Descriptor subset generation 

During the generation step, various methods can be used, which are broadly classified 

as exponential, sequential, and random searches. [97] The difference between these 

groups is that exponential methods evaluate a number of subsets that grow 

exponentially with the size of the descriptor space. Exhaustive search and branch and 

bound search are two examples of exponential methods. [98] In contrast, sequential 

methods add or remove descriptors sequentially, either one at a time or as few as 

possible. Several of these methods, such as greedy forward selection or backward 

elimination, best-first, linear forward selection, floating forward and backward 

selection, beam search, and race search, are frequently used in descriptor subset 

selection. [99, 100] Random searches are methods that select random subsets and 

include simulated annealing, scatter search, random generation, genetic algorithm, 
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and colony optimisation algorithm. [99, 101] During subset generation, the search 

direction must be determined, and can be forward, backward, bidirectional, or random.  

Forward selection methods begin with an empty set and add relevant descriptors one 

at a time, whereas backward elimination begins with a full set of descriptors and 

removes redundant descriptors one at a time. [76, 95, 96] A bi-directional search combines 

forward and backward search techniques, and it begins at both ends. A random search 

chooses a starting point at random and proceeds in one direction. [95]  

The best first subset selection method was used to generate the descriptor subsets 

that were used in this study. [96] The best first search method finds the best descriptor 

in the descriptor space by making local changes to the current subset rather than 

incrementally adding descriptors to subsets generated thus far. [100] The method 

combines a greedy hill climbing algorithm with backtracking to search the descriptor 

space for a more promising subset using an evaluation function, and it can search in 

any direction. [100,102] As such, if the search path for descriptors does not contain any 

‘good’ descriptors, it returns to a previous subset with more promising descriptors and 

continues the exploration.  

 

2.5.5.1 Descriptor subset evaluation and stopping criterion 

Three methods for evaluating generated descriptors are the filter, wrapper, and hybrid 

methods [97]. Filter methods select descriptors independently of the learning algorithm, 

whereas wrapper descriptor selection methods select descriptors concurrently with the 

learning algorithm. [103–105] Hybrid methods are a combination of the two methods. An 

evaluation is performed for each of the generated subsets to determine the goodness 

of the subset in comparison to the previous one. The best subset is kept after the 
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stopping criterion is reached, which is set when either the number of predefined 

descriptors or iterations is reached. [106] In the face of a large descriptor space, the 

stopping criterion is required to control the descriptor subset generation process. 

In this study, the correlational based subset evaluator (CFS) and wrapper methods 

were used to evaluate descriptor subsets. The CFS is a heuristic filter method for 

evaluating subsets by removing features with low correlation with the class. [105,107] The 

CFS subset assumes that all of the descriptors are highly correlated with the activity 

but not with one another. In Equation 2.12, the heuristic is represented as a variant 

of Pearson's correlation equation. [105] 

𝑮𝒔 =
𝒌𝒓̅𝒄𝒇

𝒌 + 𝒌(𝒌 − 𝟏)𝒓̅𝒇𝒇
 

Equation 2.12 

Where Gs is the evaluation of the subset of S containing k features, 𝑟̅𝑐𝑓 is the average 

correlation value between the descriptors and classes and 𝑟̅𝑓𝑓 is the average 

correlation between two descriptors. 𝑘𝑟̅𝑐𝑓 is a measure of how a descriptor subset can 

predictive the correct class and 𝑘 + 𝑘(𝑘 − 1)𝑟̅𝑓𝑓 is a measure of correlation between 

the descriptors. Gs is then used to select only the best descriptors that are highly 

correlated with the class. 

 

Wrapper methods were used to select descriptors concurrently during the learning 

process. [97, 99, 100] The study employed widely used machine learning algorithms such 

as Naïve Bayes, [108] IB1, [109] J48, [110] and SMO. [111] Machine learning algorithms build 

a model from training data. Depending on the algorithm, the models are presented in 

various ways. For example, a Naïve Bayes algorithm presents the model as a 

probabilistic summary, whereas a J48 tree presents the model as a decision tree. For 

descriptor subset selection, evaluation, model building, and validation WEKA 
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workbench version 3.8.2 was used. [112] Before the classification using the training set, 

the attribute selected evaluator is used first. Internally, the training set is divided into 

different subsets of descriptors for training and evaluation, with the best subset 

yielding the highest accuracy measure being chosen for model building. In this study, 

descriptor subsets were evaluated using five-fold cross validation. [100] Figure 2.3 

summarises the wrapper subset evaluation. 

 

Figure 2.3 The Wrapper subset evaluation illustration.  [100] 

 

2.5.6 Other Machine learning Algorithms 

2.5.6.1 Naïve Bayes 

The Naïve Bayes classifier is a simple probabilistic classifier that is based on the 

Bayes theorem. [108] The Bayes formula, shown in Equation 2.13 is used to derive the 

Naïve Bayes theorem. The Bayes theorem can predict the likelihood of A, occurring if 

B has already occurred. When a training set is provided, B represents numerical 

values from the subset with good descriptors, and A is the class variable that 
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represents compound activity. The descriptors are converted into a large set of binary 

features, and a weight for each feature is calculated using the Laplacian-adjusted 

probability estimate. The total probability estimate can be used to forecast the activity 

of a compound. [113, 114] 

 

𝑷(𝑨|𝑩) =  
𝑷(𝑩|𝑨)𝑷(𝑨)

𝑷(𝑩)
 

Equation 2.13 

Where P(A) and P(B) are probabilities of A and B respectively. 

 

2.5.6.2 Instance based learner 

Instance-based learners (IB1) employ the nearest neighbour pattern classifier 

principle. When predicting the activity of a given compound, it computes similarities 

using a distance measure between the new compound and the stored training 

compounds to find a neighbour. [109] IB1 simply retrieves the stored compound closest 

to the compound to be classified (the nearest neighbour) and assigns the class label 

of the neighbour to the new compound. In IB1, 1 refers to the researcher’s choice of 

one nearest neighbour, and the number of neighbours can be changed. The IB1 

algorithm is known as a lazy algorithm because it only works during prediction. 

 

2.5.6.3 J43 Trees 

J48 trees are based on the C4.5 algorithm [110], which generates a decision tree as 

a summary of the training set. Figure 2.4 illustrates part of a decision tree. In Figure 

2.4, the tree is made up of nodes that represent the descriptors, branches that 

represent the numerical values of these descriptors, and leaves that represent the 
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activity. When a test set compound is introduced, its descriptors and values are 

examined, and a corresponding class is predicted.  

 

Figure 2.4 Illustration of part of a decision tree. 

 

 

2.5.6.4 Support vector machines 

The sequential minimal optimisation (SMO) algorithm is used to train a support vector 

machine. To distinguish between actives and inactives, data is nonlinearly mapped 

through a hyperspace. Support vectors drawn from compounds in the training set are 

used to define the boundaries between the two classes. A hyperspace is defined as a 

subspace with one dimension less than the N-dimensional feature space in which it is 

formed. This hyperspace is the classification boundary, and its margin is the distance 

between two object classes in feature space separated by the hyperspace for the SVM 

classification. [111] 
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2.5.7 Model Validation 

The robustness and predictability of a model are critical factors in model development. 

The training set is used to test the model's robustness, and the test set is used to test 

the model's predictability. Internal or external validation can be performed on the 

model. During model building, cross validation is used on the training set to internally 

validate if a model can correctly predict the class, and if there is any potential over-

fitting of data. N-Fold cross validation was used in this study, which entails removing 

a compound from the training set and using it as a test set while training the model on 

the remaining data. The process is repeated N times on different compounds in the 

training set, with the output being an average of the responses. This reduces over-

fitting, which occurs when a method learns the data extremely well but fails to predict 

biological activity for unknown compounds. 

A confusion matrix, as shown in Figure 2.5, can also be used to evaluate the 

performance of the machine learning method for categorical classification problems. 

It is represented as a 2x2 matrix of true positives (TP), true negatives (TN), false 

positives (FP), and false negatives (FN), with the rows representing actual class 

entries and the columns being predictive. [115]  

 

 Inactive Active 

Inactive TN FP 

Active FN TP 

 

Figure 2.5 Confusion Matrix. 
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This confusion matrix can be used to calculate sensitivity, specificity, accuracy, 

balanced classification rate (BCR), and Matthews Correlation Coefficient (MCC). True 

positives, and false negatives, are related to sensitivity, which describes the prediction 

accuracy for actives, whereas false positives, and false negatives are related to 

specificity, which describes the prediction accuracy for inactives. Table 2.1 shows how 

to compute these validation parameters. 

A Receiver Operating Characteristic (ROC) curve depicts a model's success and 

failure by plotting the true positive rate (sensitivity) against the false positive rate (1-

specificity). It demonstrates the model's level of precision as well as its ability to 

distinguish between actives and inactives. Cohen’s Kappa (ҡ) compares predicted 

classifications to known classifications to determine how well a classifier performs due 

to chance. 

Table 2.1 Validation Parameters 

 

                Parameter                              Formula 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑇𝑃 + 𝑇𝑁

𝑁
 

𝑀𝐶𝐶 (𝑇𝑃 × 𝑇𝑁) − (𝐹𝑁 × 𝐹𝑃)

√(𝑇𝑃 + 𝐹𝑁)(𝑇𝑃 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)
 

                    𝐵𝐶𝑅 (𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦)/2 
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2.5.8 Applicability domain 

The domain applicability of a model is calculated to identify compounds in both the 

test set and the data base that can be accurately predicted using the Euclidean 

distance method, as shown in Equation 2.14. The applicability domain defined in 

Equation 2.14 is a range that can be used to identify compounds within the database, 

or tests set that can be accurately predicted by a model built from a specific training 

set. Compounds in the database that fall within the threshold are assumed to be in the 

prediction range of the model built with the training set. 

𝑨𝑷𝑫 =′ 𝒅′ +  𝒁𝝈 

Equation 2.14 

Where ′𝒅′ is the average and 𝝈 is the standard deviation of Euclidean distances of the 

k nearest neighbours of each compound in the training set in the chemical descriptor 

space, and 𝒁 is the empirical parameter to control the significance level, with the 

default value of 0.5. If the distance from the external compound to its nearest 

neighbour in the training set is above the APD, the prediction is labelled unreliable. 

 

2.6 Virtual Screening 

Virtual screening is a computational technique for discovering drugs by searching drug 

databases for a specific disease. ZINC, [116] ChEMBL., [63] PubChem, [62] Maybridge 

and BindingDB are among the free compound databases available. These databases 

can be screened using two types of computational techniques: ligand-based virtual 

screening and structure-based virtual screening. The order in which the strategies are 

used in the virtual screening process varies; however, two important aspects are 

usually considered, database filtering and database screening.  
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2.6.1 Database filters 

Given that databases used are typically large and contain a diverse range of 

compounds, filters must be used to filter out compounds with drug-like properties that 

can be used to design hits. Orally administered drugs are only effective if they reach 

their target in sufficient quantities and interact with the target to produce the desired 

biological response. [117] This drug disposition within the body can be summarized as 

absorption, distribution, metabolism, and excretion (ADME). Lipinski et al., [118, 119] 

investigated the physicochemical properties of common drugs and proposed the Rule 

of Five, a well-known probability index used as a solubility and permeability filter in 

drug design.  

Solubility predicted by an octanol-water partition coefficient less than 5; molecular 

weight between 200 and 500 Da; hydrogen bonding, polar surface area, and charge 

described by less than 10 H-bond acceptors and 5 H-bond donors are among the 

properties of common drugs. [118] These characteristics have an impact on the in vivo 

and in vitro activity of orally active compounds. To filter out these undesirables, sub-

structures of compounds that are known to be dyes, unstable, reactive, interfere with 

binding by forming aggregates, or toxic can be used. [120, 121] The Pan Assay 

Interference Compounds (PAINS) sub-structure filters are a common type of filter. 

Rhodanines, phenolic Mannich bases, hydroxyphenylhydrazones, alkylidene 

barbiturates, alkylidene heterocycles, 1,2,3-aralkylpyrroles, activated benzofurazans, 

2-amino-3-carbonylthiophenes, catechols, and quinones are among the sub-

structures listed by Baell and Holloway. [122] Compounds that contain these sub-

structures are filtered out and not included during database screening. 
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2.6.2 Database screening 

Following database filtering, either ligand-based or structure-based virtual screening 

can be performed. This thesis combined ligand-based and structure-based 

techniques. QSAR models were developed using quantitative structure activity 

relationships derived from descriptors of known compounds and were used to screen 

database compounds. Molecular docking, a structure-based virtual screening 

technique, was used to supplement the ligand-based virtual screening by structurally 

filtering screened compounds and predicting possible interactions from identified 

compounds. Docking allows for the rational validation of important residues within the 

binding site by supplying protein-ligand complexes. [21]  

2.7 Pharmacokinetic analysis of orally available drugs 

The oral route is the most popular and preferred method of medication administration 

because it is non-invasive, convenient, and patient-compliant. However, factors such 

as solubility, mucosal permeability, and gastrointestinal tract stability must be 

considered before a drug can be taken orally. [123] As a result, it is essential to 

understand the physicochemical and biochemical characteristics that control oral 

availability. When a drug is administered, it has to cross the intestinal mucosa or the 

blood brain barrier (BBB) to reach the site of action. Drug molecules must partition 

between the apical and basolateral sides of the cell membrane to enter the 

cytoplasmic domain, and then into the systemic circulation of the brain. [124]  

2.7.1 Barriers to drug delivery 

A drug's physicochemical properties are necessary for it to pass through the cell 

membrane and systemic circulation. The mode of absorption is influenced by the 

molecular weight (size), hydrogen bonding propensity (hydrogen bond donors and 
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acceptors), and cLogP (lipophilicity). Given that they are small and hydrophobic, most 

drugs prefer the transcellular route; however, hydrophilic drugs can be transported via 

carrier-mediated transporters either through the paracellular pathway or the 

transcellular pathway. [124] 

The main biochemical inhibitors of drug absorption are efflux pumps, transporters, and 

enzymes involved in metabolism. Hydrochloric acid and proteolytic pepsins, which 

hydrolyze peptides and proteins at pH 2–5, are examples of metabolic enzymes. At 

pH 8, other proteolytic enzymes like chymotrypsin, elastase, carboxypeptidase A and 

B, and trypsin are active against both large and small peptides. [118]. Phase I enzymes 

from the CYP superfamily and phase II enzymes that are involved in metabolic activity 

can be found in the proximal small intestine. The CYP1, CYP2, and CYP3 sub-families 

make up the CYP superfamily. These CYP1A1, CYP2C, CYP2D6, and CYP3A4 

enzymes are found in the intestine, and each has unique drug specificities. [124] 

Small molecules cannot cross the transcellular pathway because efflux pumps like 

permeability glycoprotein (Pgp) prevent membrane partitioning of these molecules. 

The Pgp proteins recognize a wide variety of substrates with a wide range of 

structures. [124,125] Given these, and other barriers, drugs with the physicochemical 

properties described by Lipinski et al., [118] are better delivered orally. How the drug is 

partitioned is determined by the octanol-water partition coefficient, which describes the 

drug's affinity for the hydrophobic membrane region. As a result, drugs with low 

hydrogen-bonding potential have a low number of hydrogen bond donors or acceptors 

and a cLogP greater than 1 are better absorbed. Furthermore, the route of entry 

restricts the size of the drug, with substances weighing more than 600 g/mol failing to 

cross membranes. [124,125] 
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2.8 Antitumor Tests 

The main aim of this research is to design compounds with antitumour properties. 

Compounds that have been designed must be tested if they exhibit the antitumour 

activity, and bioassay methods for assessing the antitumour activity are available. 

Bioassay methods are used preliminarily in drug discovery to screen for bioactive 

compounds. [126] They have been used to establish biological functions for bioactive 

compounds, [127] such as antibacterial, antitumour, antioxidant and phytotoxic 

properties. These methods offer the following advantages: [128,129] 

 

i. Economic, 

ii. Accurate, 

iii. Reliable, and 

iv. Convenient. 

The Agrobacterium tumefacien (A. tumefaciens) disc assay has been shown to be 

useful in testing novel compounds for the antitumour properties based on A. 

tumefaciens infection on potatoes, carrots, radish, and beets discs. [130–132] This 

method uses the A. tumefacien, a gram-negative soil borne bacterium that is rod-

shaped and virulent and is responsible for Crown Gall disease in plants. This disease 

causes a spongy or hard tumour to protrude from the stems and roots of woody and 

herbaceous plants, which might have deleterious effects on the plant. A tumour 

inducing plasmid (Ti-plasmid) which carries the oncology information in the bacteria is 

incorporated in the plant’s chromosomal DNA. [133,134] When the plant is wounded, it 

releases phenols which activate the Ti-plasmid in A. tumefaciens. This initiates cell 

proliferation whilst blocking apoptosis. [131] This mechanism is similar in nucleic acid 
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content and histology to tumour formation mechanism in human and animal cancers. 

[135, 137] As such, the carrot disc assay was used as a pre-screening antitumour assay 

in this study. 
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3 Analysis of binding sites and ligand induced 

conformation of nicastrin and binding modes of its 

inhibitors 

3.1 Introduction 

Three binding sites in nicastrin were identified using molecular docking and ICM 

PocketFinder in this chapter. The DLID, a druggability assessment, was used to 

evaluate the identified pockets. The identified sites are located around nicastrin 

signature regions and include the DYIGS, hinge, and tetratricopeptide repeat-like 

(TPR-like) domains. Molecular dynamic simulations were used to confirm the stability 

and conformation of the ligand in the most favourable site, the DYIGS site. To identify 

residues in the DYIGS site that are important in nicastrin inhibition, a per residue 

decomposition analysis was performed. A docking analysis revealed the binding 

modes of nicastrin-inhibiting gamma-secretase inhibitors. 

3.2 Methods 

3.2.1 Protein preparation 

The three-dimensional structures of the gamma-secretase complex (PDB ID 6IDF) [1] 

and (PDB ID 5A63) [2] were retrieved from the Protein Data Bank and the nicastrin 

coordinates from Chain A were extracted from these structures. Two nicastrin 

structures were used to select the best conformer to use in binding mode analysis.  

Using AutoDock Tools, [3] the nicastrin structures were prepared for docking 

calculations by adding Gasteiger charges, merging non-polar hydrogens, assigning 

the correct AutoDock4 atom types, and adding hydrogen atoms. The prepared 

Nicastrin structures were saved in pdbqt format. 
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3.2.2 Ligand collection and curation 

A dataset of human gamma secretase inhibitors (536 in total) with nicastrin bioactivity 

expressed as IC50 values was retrieved from the PubChem database. [4] Inhibitors with 

a bioactivity outcome labelled Inconclusive and Unspecified impair the ability of 

derived models to predict bioactivity and, as a result, were removed from the dataset. 

Duplicates and salts were also removed as part of the curation process. All IC50 

values were normalised by converting them to molar units and then logarithmically 

transforming them to pIC50 (-logIC50) values. The inhibitory potencies of the data set, 

expressed as pIC50, ranged from 4.3 to 11.7 and compounds with a pIC50 ≥8.0 were 

classified as actives.  

3.2.3 Ligand preparation for docking 

The nicastrin compound dataset had a lot of common substructures and in order to 

select a minimal number of compounds for docking, and reduce computation time, 

hierarchical clustering was employed. The dataset was clustered in DataWarrior using 

hierarchical clustering, and 30 compounds (Figure 3.1) from the cluster centres were 

chosen for docking. The 30 ligands were prepared for docking using AutoDockTools, 

[3, 5] by performing energy minimisation of 200 steps using conjugate gradient and 

MMFF94 force field; adding Gasteiger charges, merging non-polar hydrogen atoms, 

assigning AutoDock4 atom types, and adding hydrogen atoms. For each ligand, the 

root torsion, degree of freedom, and the number of rotatable bonds were defined. The 

coordinates of the structures of the ligands were saved in pdbqt format.  
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Figure 3.1 A set of 30 known gamma secretase inhibitors with nicastrin activity 

labelled using their PubChem compound identifiers. 
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3.2.4 Blind docking calculations 

Blind docking was performed to identify potential binding sites in nicastrin using 

AutoDock Vina. For both protein conformers, 5A63 and 6IDF, the grid box was centred 

on the protein with a grid spacing of 0.375 Å and x, y, z dimensions of 70.66 × 122.11 

× 64.21 Å and 92.34 × 67.43 × 108.94 Å, respectively. From the set of 30 ligands, 

ligand CID 44433923 ([1-[[(7S)-5-methyl-6-oxo-7H-benzo[d][1]benzazepin-7-

yl]amino]-1-oxopropan-2-yl]N-(2,2,3,3,3 pentafluoropropyl)carbamate) with a high 

nicastrin bioactivity of 2.0x10-6 µM from PubChem was selected for use in the blind 

docking calculations. In both cases default docking parameters were used. 

 

3.2.5 Assessing druggability of the identified binding sites in nicastrin 

The Internal Coordinate Mechanism (ICM) method developed by Molsoft L.L.C [6] was 

used to validate the predicted binding sites of the two protein structures (PDB IDs 6IDF 

and 5A63). The protein structures were individually prepared in ICM using receptor 

preparation tools by optimising hydrogen, histidine, proline, glycine, and cysteine 

residues. The structures were saved as ICM objects after missing hydrogens and 

heavy atoms were added. Potential binding pockets on the proteins were identified 

using ICM PocketFinder, [7] and their druggability was given by the calculated DLID 

score. [8] The DLID score is a metric used to evaluate binding sites where a high DLID 

(=1) score represents a binding site druggable by small molecules. 
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3.2.6 Molecular dynamic simulations to optimize the docked protein-ligand 

complexes 

Molecular dynamic simulations were performed using GROningen MAchine for 

Chemical Simulations (GROMACS) 2022.1 software [9] and Chemistry at Harvard 

Macromolecular Mechanics (CHARMM36) as an all atom forcefield to determine the 

stability of the docked complex as well as the intermolecular interactions over time. [10] 

The AnteChamber Python Parser interface (ACPYPE) portal [11] was used to generate 

the topology for ligand CID44433923. The complex was solvated in an octahedral 

TIP3P water-box with a distance of 10 Å between the box's edges and neutralized 

using 132K+ and 120Cl- ions. This was followed by a steepest descent method used 

to minimize the system and set at 5000 steps. The steepest descents converged at 

2368 steps when the maximum force was less than 1000 kJ/mol/nm. The system was 

equilibrated for 125 ps and all bonds and heavy atoms were restricted by the LINCS 

(Linear Constraints Solver) algorithm. The temperature and pressure were set to 310 

K and 1 atm respectively and finally the system was subjected to a 50 ns production 

run saving the trajectories every 2 ps (.mdp file in Appendix A1). 

 

To determine the stability of the docked complex as well as determine the 

intermolecular interactions over time, the root mean square deviation (RMSD), root 

mean square fluctuation (RMSF) and radius of gyration (RoG) were obtained from 

GROMACS routines for the analysis.  

3.2.7 Calculating the free energy of binding 

The free energy of binding was calculated using molecular mechanics with generalised 

Born surface area solvation (MMPBSA) using gmx-mmpbsa. [12] These calculations 
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considered snapshots of the molecular dynamic simulations ranging from 27 to 50 ns. 

The binding energy calculated considered only the enthalpy of a single trajectory to 

minimise computing costs. A per residue energy decomposition analysis was also 

done to identify binding site residues that contribute to the binding energy. 

3.2.8 Characterizing binding modes and interactions of known inhibitors in 

nicastrin 

To characterize the binding modes and interactions of known nicastrin inhibitors, the 

30 prepared ligands were docked into the DYIGS binding site of nicastrin PDBID 6IDF 

using the Autodock Vina tool. The coordinates of the identified DYIGS binding site in 

section 3.2.3 were used in setting up the grid box. The grid box for docking was 

centered on the protein at 171.82, 192.43, 218.77 with a 0.375 Å and x,y,z dimensions 

of 42.67 × 41.94 × 42.46 Å. 

 

3.3 Results and Discussion 

3.3.1 Binding sites in nicastrin 

Blind docking calculations were initially performed to predict potential binding sites in 

nicastrin conformers. Three distinct binding sites in both conformers were identified, 

which are in similar locations. The identified sites (Table 3.1) encompass domains or 

signature regions within nicastrin that are specific to their function (Figure 3.2A). [13] 

These include a site with the Asp336 from the DYIGS signature (Asp336, Tyr337, 

Ile338, Gly339, Ser340) (DYIGS site) [14] and the TPR-like site [15] including a potential 

binding site positioned in a central cleft in the hinge region (Hinge region site).  When 

compared to the other two sites, the DYIGS site had a higher affinity of -9 kcalmol-1 for 

compound CID44433923. 
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Table 3.1 Predicted binding site residues 

Binding site Residues 

DYIGS Asn55, His58, Gln59, Ile60, Ser137, Val138, Pro141, Asn142, Asp143, 

Gly144, Phe145, Asn150, His158, Tyr173, Glu174, Asp175, Arg281, 

Arg285, Glu333, Thr334, Phe335, Asp336, Tyr337, Glu364, Leu365, 

Gly366, Gln367, Pro423, Pro424, Ser425, Ser426, Val440, Ala442, 

His444, Phe448, Tyr453, Gln454, Trp648, NAG803, NAG804, 

NAG805, BMA807 

Hinge Cys50, Val51, Leu53, Ile60, Gly61, Ala172, Cys248, Asp249, Arg285, 

Ser286, Phe287, Phe288, Trp289, Asn290, Ala292, Phe335, Tyr545, 

Gln552, Tyr554, Ala556, Val557, Pro560, Thr561, Asn562, Thr563, 

Glu650, Ser651, Arg652, Trp653 

TPR-like Thr265, Asn530, Trp533, Arg539, Gln540, Asp541, Arg543, Ser544, 

Leu546, Arg583, Cys586, Gln587, Pro589, Lys597, Asp598, Tyr600, 

Glu601, Tyr602, Ser603, Tyr604, Gln606, Leu609, Thr614, Arg616, 

Pro618, Arg626, 

 

3.3.1.1 Tetratricopeptide repeat like site 

A shallow pocket located on the surface of the large lobe was predicted as a binding 

site and contains the TPR-like domain (Figure 3.2B). The TPR-like domain is 

homologous to TPR domain 2A and 2B helices of the HOP human protein, which binds 

to the C-terminal peptide of Hsp90. The TPR domains bind to substrates via side 

chains of α-helix residues. 
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3.3.1.2 Hinge site 

During substrate binding, a conserved hinge region in nicastrin homologues facilitates 

rotation of the large lobe relative to the small lobe. [16,17] The hinge region is made up 

of phenylalanine residues (Phe286 and Phe287) that interact with side chains of small 

lobe phenylalanine residues through van der Waals interactions. This region forms a 

central cleft [18] at the back of the DYIGS pocket. Blind docking studies revealed that 

the central cleft and surrounding residues could be a potential binding site (Figure 

3.2C). 

3.3.1.3 DYIGS site 

The DYIGS site (Figure 3.2D) houses the Asp336 residue of the DYIGS motif situated 

in the large lobe [17,19,20]. The DYIGS residues are proposed to bind to N-termini of 

substrates [16] and are buried under a loop or lid (residues Ser137 to Glu168) that 

extends from the small lobe. [2] The orientation of the loop residues exposes just the 

side chain of Asp336 oriented towards the surface for interactions. During docking, 

ligands interact with the lid residues that line the pocket rather than interacting with the 

conserved residues. The presence of aromatic residues identified in the binding site 

such as phenylalanine (Phe145, Phe335, and Phe448), histidine (His58, His158, and 

His444), tryptophan (Trp648), and tyrosine (Tyr173, Tyr337, and Tyr453) is known to 

influence the function as well as molecular recognition in proteins. [21] Their presence 

in nicastrin might influence substrate recognition and recruitment. Glycans in the 

binding site also control the accessibility of the binding site. [22] 
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Figure 3.2 Predicted binding sites in nicastrin.  

The receptor pocket surface is coloured by binding property: white (neutral); green 

(hydrophobic surface); red (hydrogen bonding acceptor potential); blue (hydrogen 

bond donor potential). A) The binding sites are situated and hence named according 

to functional regions in nicastrin. These are shown as B) TPR-like site, C) Hinge site 

and D) DYIGS site all located in the large lobe of the protein. 

 

 

3.3.2 Binding site characterization and druggability assessment 

The geometry and physicochemical properties of the binding site are important in 

determining its quality, the nature and size of the potential drug-like ligands. Volume, 

surface area and buriedness of the binding site are the descriptors that characterize 

geometry and druggability of a binding site. These descriptors correspond to the shape 

and size of small molecule binders of that site. [7,23,24] Physicochemical properties of 

the site are important since they complement the drug-like nature of the small 

molecules. The geometry and physicochemical properties as well as the druggability 

of the binding pocket that determines the ability to bind to small drug-like molecules, 
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were assessed using ICM PocketFinder. [7] ICM PocketFinder generates a DLID score, 

which is a druggability assessment that determines the binding site’s ability to interact 

with drug-like compounds. A positive DLID score close to 1 indicates that a site is likely 

to be targeted by drug-like molecules. [8] 

PDB ID 5A63, the apo form of the gamma-secretase complex, and PDB ID 6IDF in 

complex with a notch fragment, were used in the druggability assessment. Table 3.2 

shows the three distinct sites identified through blind docking studies, along with a 

summary of their druggability indicated by the DLID score. The geometric differences 

in these sites in the conformers could be explained by ligand-induced changes in 

nicastrin, as observed by Bolduc et al., [17] When a ligand binds to the gamma-

secretase complex’s transmembrane domain, the hinge region (residue Phe287) in 

nicastrin rotates, affecting the hydrogen bond network and flexibility of the ectodomain, 

resulting in increased binding site volume as seen in the PDB ID 6IDF conformer. The 

increased volume in PDB ID 6IDF can positively impact the free energy of binding 

ligands within the binding site. 

The DLID scores of two of the identified binding sites (DYIGS and Hinge) were 0.84 

and 0.92, respectively, which were favourable for binding drug-like molecules. Despite 

having the second largest volume, the TPR-like site had a DLID score of -0.48 and a 

negative DLID score indicates that highly polar molecules are preferentially bound. 

Although the Hinge site had a higher DLID score than the DYIGS site, its volume of 

200 Å3 (Table 3.2) was less than the average volume of most ligands in the data set 

of 250 Å3, and thus, binding modes of ligands were not assessed in this site. Given 

that the volume of the ligand is known to be correlated to the binding site volume, with 

the ligand rarely occupying the entire binding site, so the ligands will not effectively 

interact with the binding site residues.  



75 
 

 

Table 3.2 Druggability assessment of nicastrin binding sites in two different 
conformers 

 

Structure DLID 

score 

Volume/Å3 Buriedness Hydrophobicity Aromaticity 

DYIGS site 6IDF 

5A63 

0.84 

0.38 

738.73 

535.40 

0.86 

0.82 

0.59 

0.53 

0.06 

0.04 

Hinge site 6IDF 

5A63 

0.92 

0.54 

200.14 

129.00 

1.00 

1.00 

0.75 

0.75 

0.10 

0.07 

TPR-like site 6IDF 

5A63 

-0.48 

-0.34 

527.88 

550.20 

0.68 

0.66 

0.41 

0.48 

0.00 

0.02 

 

Given that nicastrin (PDB ID 6IDF) was the most druggable conformer due to its better 

geometric properties, its druggability landscape was evaluated (Table 3.2). The 

druggability landscape compared volume, hydrophobicity, and buriedness amongst 

other attributes that define a druggable binding site. In the druggability landscape, the 

volume was plotted against hydrophobicity and coloured according to buriedness in 

Figure 3.3, with larger dots indicating a druggable binding site. The druggability 

landscape depicts the twenty pockets identified by ICM PocketFinder, including the 

DYIGS, TPR-like, and hinge sites predicted by blind docking. Only two of the twenty 

binding sites, the DYIGS site and hinge site were predicted to be druggable by drug-

like molecules. 
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The druggability landscape demonstrates that the druggability of binding sites in 

nicastrin increases with hydrophobicity. This is understandable given that 

hydrophobicity predominates free energy binding in protein-ligand interactions. [25] 

Considering the characteristics of the DYIGS site which is covered by a hydrophobic 

lid and the hinge site, which is surrounded by hydrophobic residues like Phe103, 

Leu171, Phe176, and Ile180, this greatly contributes to their hydrophobicity. [16] 

 

 

 

Figure 3.3 Correlation between druggability of binding sites in nicastrin and 

hydrophobicity.  

Volume and buriedness of pocket. Predicted binding sites are represented by 

dots coloured according to their DLID scores with a positive high DLID score 

(purple) denoting a very druggable site and a negative DLID (red) score 

describing a site that is very difficult to target using drug-like molecules. 
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3.3.3 Mechanism of nicastrin ligand binding 

Molecular dynamic simulations were used to determine the stability of the docked 

complex and to better understand intermolecular interactions over time. The docked 

complex of compound CID44433923 in the DYIGS site ( 

 

Figure 3.4) shows hydrogen bonds between Cys140 and oxygen on the amino group 

(3.2 Å) and BMA805 and the oxo group on the benzazepine (2.7 Å).  Val138 

established pi-sigma interactions with the pi electrons of the benzo group. To 

determine the stability of the docked complex, the root mean square deviation 

(RMSD), root mean square fluctuation (RMSF) and radius of gyration (RoG) were 

calculated using gromacs routines. 
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Figure 3.4 Surface of nicastrin (yellow) with compound CID44433923.  

A. Surface of nicastrin (yellow) with compound CID44433923 in stick representation 

and coloured by atom. B. The interactions between compound CID44433923 and 

nicastrin DYIGS binding site residues. 

 

The RMSD characterises the overall conformational stability of the protein-ligand 

system by calculating changes in the protein's carbon alpha (Calpha) and primary 

conformation, as well as the ligand's, over the simulation timescale. Deviations from 

the starting structure were noticed at the start of the simulation and after 36 ns of the 

simulation indicating conformational changes in nicastrin in the presence of compound 

CID44433923 (Figure 3.5). The changes could be attributed to the mobility lid domain 

residues in nicastrin [2] particularly Pro141, Asn142, Asp143, Gly144, Phe145 and 

Asn145. 
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Figure 3.5 Change in carbon alpha RMSD of nicastrin, ligand CID44433923 and 

complex. 

Change in carbon alpha RMSD of nicastrin (black line), ligand CID44433923 (red 

line) and complex (blue line) plotted over 50 ns. The RMSD for nicastrin was found 

in the range of 0.11-0.32 nm with an average of 0.23 nm and from 0.07-0.34nm with 

an average of 0.22 nm for the ligand. The complex of nicastrin bound to 

CID44433923 had an RMSD in the range 0.27-0.72 nm with an average of 0.48 nm. 

 

The RMSF (Figure 3.6) was calculated to account for the structural integrity of 

nicastrin when bound to the ligand. The receptor is more stable, rigid, and compact 

when the RMSF values per amino acid residue are low. A binding site residue RMSF 

value of less than 0.54 nm indicates that the ligand was stable within the binding site. 

The radius of gyration (Figure 3.7) of nicastrin also demonstrates its compactness and 

stability even though the lid had high fluctuations. The complex was compact, as 

evidenced by a range of radius of gyration of 2.65-2.67 nm with an average of 2.66 

nm. 
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Figure 3.6 Change in RMSF for the carbon alpha residues.  

Change in RMSF for the carbon alpha residues of nicastrin bound to the ligand 

CID44433923 (black lines) plotted over 50 ns. The red dots indicate binding site 

residues identified. 

 

 

Figure 3.7 Radius of gyration of nicastrin carbon alpha residues of nicastrin. 
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3.3.4 Binding free energy calculations and per residue free energy 

decomposition analysis of the complex 

The Gibbs free energy of -11.40 kcal/mol for ligand binding to nicastrin was calculated 

using MM/GBSA and is shown in the Table 3.3. The van der Waals energy contribution 

was -21.24 kcal/mol and since this was the lowest energy term. It indicates that 

hydrophobic interactions are primarily responsible for binding free energy. The 

electrostatic energy, on the other hand, was -15.15 kcal/mol, indicating its importance 

in the binding of ligands to nicastrin in the DYIGS site.  

To better understand the interactions that affect the binding’s free energy, the 

conformation with the lowest binding energy was examined. This conformation was 

found at 45.6 ns with a binding energy of -19.34 kcal/mol and is presented in Figure 

3.8. The residues Gln139, Cys140, Gly144, His158, Gly168, Asn169, Gly170, and the 

glycan Bma805 were involved in van der Waals interactions. Along with Val138, 

Arg105 had a role in hydrophobic alkyl interactions. Also, the presence of Arg105 and 

Glu174 encouraged electrostatic interactions, with the positively charged Arg105 

creating pi-cation contacts and the negatively charged Glu174 creating pi-anion 

interactions with the aromatic rings. Asp143 created a strong hydrogen bond of 1.79 

Å by donating a hydrogen from the amide hydrogen. Per residue free energy 

decomposition, using MM/GBSA, identified residues Gln139, Val138 and Arg105 as 

contributing to the binding energy the most, which indicates their importance in 

nicastrin activity. These residues were used to guide the selection of small molecules 

during drug design. 

 

Table 3.3 Energy contributions to the free energy of binding for the nicastrin-

CID44433923 complex by MM-GBSA method. 
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Energy component VDWaals EEL GSOLV TOTAL 

Δ Energy/ kcal/mol -21.24 -15.15 24.99 -11.40 

 

Figure 3.8 Binding mode of CID44433923 in the DYIGS binding site with the lowest 

free energy of binding at 45.6 ns. 

 

3.3.5 Characterization of binding modes and interactions of known inhibitors 

 The selected 30 ligands (Figure 3.1) were docked into the DYIGS site to analyse 

binding modes of gamma secretase inhibitors with known nicastrin activity. The 

compounds in the data set were first grouped based on their common substructures. 

Figure 3.9 depicts the eight maximum common substructures that were obtained. The 

sulfonyl group is present in groups 1, 2, and 3 with the sulfonamide group linked to a 

phenyl ring in groups 2 and 3. Groups 4, 5, and 6 are related through the 3-

aminopropanamide component within their maximum common substructures. In 
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general, the compounds interact with residues Val138 and Gln139 which were 

identified through per residue free energy decomposition analysis as contributing to 

the binding energy upon binding.  

 

Figure 3.9 Maximum common sub-structures in known nicastrin inhibitors used in 

the docking calculations. 

 

Compounds that bear the sulfonamide group are generally known to be effective and 

to have good pharmacokinetic properties. [26] In this study’s diverse set of nicastrin 

inhibitors, the sulfonyl bearing compounds were reported to be more potent (IC50 

values ranging from 6.0x10-5 µM to 8.3x10-3 µM) than other compounds without the 

sulfonamide group. The compounds in Group 1 contains a spiro[1,2,5 thiadiazolidene-

4,13’-tricyclo[8.2.1.03,8]trideca-3(8),4,6-triene]1,1-dioxide sub-structure with two 

compounds bearing this moiety: CID 23571085 and CID 15953832. When docked to 

the DYIGS site in nicastrin these compounds have similar orientation in the binding 

site, in which the spirocyclic sulfonamide group predicted to interact with Val138 and 
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Gln139 through hydrophobic interactions and hydrogen bonding between residues 

Tyr173 and trifluoromethyl and difluorophenyl groups in CID 15953832 and CID 

23571085, respectively. 

All eight compounds in Group 2 contain the 4-chlorobenzene sulfonamide moiety. As 

with Group 1 compounds, the sulfonyl component mostly interacts with Arg105 via 

hydrogen bonding; however, salt bridges between Asp 143 and Asp336 and the 

tertiary amine group on the sulfonamide are also observed. The orientation of Group 

2 compounds differs from that of Group 1 in that the halogenated phenyl part of the 

substructure is mostly anchored into the binding site via hydrophobic contacts with the 

glycans.  

Group 3 is made up of four compounds containing the methyl pyrazole conjugated to 

a substituted benzenesulfonamide group (CIDs 53308121, 73356579, 73345935, and 

16045395). Fluoro and chloro substituents in the compounds are suggested to interact 

with Nag803 and Nag804 through hydrophobic interactions, similar to the orientation 

of Group 2 4-chlorobenzene. However, the orientation of the sulfonyl part of Group 3 

interacts with Cys140. This contrasts with the interaction of sulfonyls in Groups 1 and 

2 which interact with Arg105. Hydrogen bonds and hydrophobic contacts with Val138, 

Asp143, His158, and Bma805 were also common with the pyrazole group.  

The binding mode of compounds that contain the sulfonyl moiety is elaborated by the 

schematic representation of the orientation of CID 15953832, a potent gamma-

secretase inhibitor [1] and its interactions in the DYIGS binding site (Figure 3.10 A and 

Figure 3.10 B). Hydrophobic interactions with residues Val138, Gln139, Asn142, 

Asp143, Cys159, Tyr173, Asp336 and Trp648 were observed. Interactions from 

docking show hydrophobic contacts between the fluorine of the difluorophenyl part of 
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the inhibitor and the Asp336 residue, which is part of the DYIGS motif. A salt bridge 

between the tertiary amine group of the methylpyrazole with Asp143 was established. 

Hydrogen bonds are revealed between Gln163 and oxygen on the sulfonyl centre.   

The 3-aminopropanamide components common in Groups 4, 5, and 6 compounds 

interact with residues Val138, Asp143, Nag803 and Nag804 primarily through 

hydrophobic interactions. The two Group 4 compounds (CIDs: 44435456 and 

CID44435489) have the 1,3-thiazol-2-yl]amino]-1-oxopentan-2-yl] propanamide group 

in their structures. The 1,3-thiazole interacts with His158 via hydrophobic contacts and 

the aminopropanamide with Val138. The Asp143 nitrogen forms a hydrogen bond with 

the oxygen on the dimethylbutanamide in CID 44435456 whilst in CID 44435489, the 

aspartate oxygen and Gly144 nitrogen form hydrogen bonds with phenylacetylamino 

oxygens. 

The common sub-structure of compounds in Group 5 is phenylacetyl amino [1-(2-

methylpropan-2-yl) imidazol-4-yl] pentanamide. The phenyl group in the substructure 

is halogenated and electrostatic interactions between the fluorines and nitrogen of 

Nag804 are observed.  In both compounds, the phenylacetyl amino [1-(2-

methylpropan-2-yl) imidazol-4-yl] pentanamide substructure interacts with Asp143, 

Cys140, Bma807, His158, Bma805 and Bma806 via hydrophobic interactions. These 

compounds also interact with Asp336. The nitrogen on the trifluoromethylamino group 

forms hydrogen bonds with the oxygen in Asp336, while the fluorines form hydrogen 

bonds with Tyr173 and Asn142. 

The 3,5-difluorophenyl-acetylamino propanamide substructure is common to the 

gamma-secretase inhibitor Compound E (CID 11306390) and CID 23656215 making 

up Group 6. Group 6 compounds are anchored into the binding site by electrostatic 
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interactions between glycans Nag803 and Nag804 and propanamide oxygens. The 

diazepine group in both compounds interacts with Val138, whilst residues Asp143, 

Tyr173, Nag803 and Bma805 form hydrophobic contacts in both compounds.  

The binding mode of the Groups that contain the 3-aminopropanamide moiety has 

been illustrated by the schematic representation of the orientation of CID 11306390, 

a potent L-alanine derivative [27] in the binding site (Figure 3.10C and Figure 3.10D). 

A halogen bond between His158 and the difluoro substituent was observed. Nag803 

and Nag804 form hydrogen bonds with acetylamino propenamide oxygen and oxygen 

on the diazepine, respectively. Aps336 forms a salt bridge with the nitrogen on the 

acetylamino propenamide. Asp143 forms a pi-anion interaction with the phenyl group. 

There were also hydrophobic interactions between the phenyl-2,3-dihydro-1H-

benzodiazepine and Val138, Cys140, Trp648, Tyr173, Gly170 and Gly144 and 

Phe145 residues. 

Group 7 contains two compounds that have the 3-methoxyphenyl-2-methyl-1, 2, 4-

triazol-3-amine. CID67606672 contains two methoxyphenyl groups that are positioned 

in such a way that one methoxyphenyl oxygen forms hydrogen bonds with Asn142 

while the other methoxyphenyl forms hydrophobic contacts with His158, Bma805 and 

Bma807. The amino group that bridges the methoxyphenyl and triazole groups is 

stabilized by hydrogen bonds with Nag803 and Asp336 via hydrophobic contacts. The 

methoxyphenyl oxygen in CID118717947 forms a hydrogen bond with Gln163 

nitrogen.  

The eighth group consists of two compounds, CID89908079 and CID68380304 that 

have the dihydro pyrido[1,2-a]pyrazine-2,3-diol conjugated to a methyl imidazole 

group. Upon binding, a salt bridge is formed between tertiary amines of pyrazine-2, 3-
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diol in both compounds with Asp143. CID89908079 has two of these salt bridges with 

Asp 143 and also with the tertiary amine of the imidazol portion with Asp336. 

Furthermore, a T-π stacking exists between the phenyl group in Tyr173 and the pyrido 

group on the CID89908079. 

 

Figure 3.10 A. Docked pose of compound CID 15953832 in the DYIGS binding site.  

B. 2D representation of binding interactions between compound CID 15953832 and 

DYIGS binding site residues. C. Docked pose of compound CID 11306390 

(magenta) in the DYIGS binding site. D. 2D representation of binding interactions 

between compound CID 11306390 and DYIGS binding site residues. 

 

3.4  Conclusion 

This study used molecular docking and molecular dynamics to identify binding sites in 

nicastrin, a gamma-secretase component implicated in breast cancer and a potential 

drug target in cancer chemotherapy. Docking calculations identified three binding 
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sites; however, binding site analysis using druggability assessment identified the 

DYIGS site as the most favourable binding site. This site was validated by a 50 ns 

molecular dynamic simulation with a known inhibitor CID44433923, and free energy 

of binding was found to be -11.4 kcal/mol and is primarily driven by hydrophobic 

interactions.  

A per residue decomposition analysis revealed that Gln139, Val138 and Arg105 

contributed significantly to the free energy of binding. The results show that 

hydrophobic interactions and electrostatic forces predominate in nicastrin binding. 

These findings imply that these residues are important in nicastrin inhibition. Docking 

analysis of previously reported nicastrin inhibitors identified residues Gln139, Val138 

and Asp143 as key in the interactions. This research provides an insight into the 

binding mechanism of small molecules and may direct drug design and development 

efforts towards nicastrin. In the following chapter, the DYIGS site is used in the docking 

studies. 
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4 Chemical Space Analysis and Virtual screening for 

Nicastrin Inhibitors 

4.1 Introduction 

Despite the fact that the nicastrin has been identified as an important target for the 

treatment of breast cancer, clinical trials for drugs that target the gamma-secretase 

and nicastrin have made little progress. Therefore, in this study, nicastrin inhibitors as 

potential hits for breast cancer therapy, were identified using chemogenomic 

approaches. These include chemical space analysis of the nicastrin inhibitors that 

were retrieved from the PubChem database.  Using the chemical space data, 

structure-based virtual screening was performed to identify alternative and more 

potent nicastrin inhibitors. The binding modes and interactions of a diverse dataset of 

these inhibitors into the identified DGYIS binding sites (Chapter 3) were investigated. 

 

4.2 Methods 

4.2.1 Preparation of compound datasets 

The dataset of human gamma-secretase inhibitors was collected as described in 

section 3.2.2 of this thesis. From this dataset 192 compounds with a pIC50 ≥ 8.0 were 

assigned as active nicastrin inhibitors, and the 161 compounds with a pIC50 ≤ 8.0 were 

considered to be inactive.  

The second dataset contained 84 FDA approved breast cancer drugs retrieved from 

the National Cancer Institute (NCI) database. The Maybridge HitCreatorTM diverse set 

(http://www.maybridge.com) was used to collect the third dataset of 14 400 drug-like 

compounds and finally a dataset of 3105 FDA-approved drugs was collected from 

http://www.maybridge.com/
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Selleckchem.com (https://www.selleckchem.com/screening/fda-approved-drug-

library). Curation of all datasets involved removing duplicates, fragments, salts and 

sugars followed by standardization, and neutralization using available KNIME nodes 

such as Connectivity, RDKit from molecule, RDKit salt stripper, Element filter and 

RDKit optimize geometry. The toxicity of the compounds was predicted using toxicity 

risk alerts for mutagenicity, tumourigenicity, irritant, and reproductive effects in 

DataWarrior [1] and compounds with high toxicity risk alerts were removed from the 

list.  

Furthermore, compounds with substructures that can interfere with binding by the 

formation of aggregates or compounds that are toxic by using Pan Assay Interference 

Compounds (PAINS) were removed using substructure filters in KNIME. 480 PAINS 

smart strings exported from RDKit were used in a KNIME workflow as substructure 

queries to search the compounds set based on the list by Baell and Holloway [2] that 

include rhodanines, phenolic Mannich bases, hydroxyphenylhydrazones, alkylidene 

barbiturates, alkylidene heterocycles, 1,2,3-aralkylpyrroles, activated benzofurazans, 

2-amino-3-carbonylthiophenes, catechols and quinones amongst others. The curated 

datasets separately contained 353 nicastrin inhibitors, 2314 FDA approved drugs, 34 

FDA breast cancer drugs, and 14000 compounds in the Maybridge HitCreator set. 

 

4.2.2 Navigating the chemical space 

4.2.2.1 Physicochemical property space 

To determine the chemical space of the nicastrin compounds, the physicochemical 

property and scaffold space of the compounds were determined. The physicochemical 

properties include molecular weight (MW) less than 500, hydrogen bond donors (HBD) 

https://www.selleckchem.com/screening/fda-approved-drug-library
https://www.selleckchem.com/screening/fda-approved-drug-library
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less than 5, hydrogen bond acceptors (HBA) less than 10 but greater than 5, cLogP 

less than 5, number of rotatable bonds less than 10, and a topological polar surface 

area of less than 140 Å.2 [3, 4]
 These characteristics define the compounds' size, 

hydrogen bond propensity, lipophilicity, flexibility, and polarity. Similarly, the 

physicochemical properties of the FDA-approved breast cancer drugs were 

determined, and a comparison was performed to the approved FDA drugs, and the 

Maybridge HitCreator set. 

 

4.2.2.2 Profiling the drug likeness of the compounds 

The compounds in the nicastrin, approved FDA drugs, FDA breast cancer drugs, and 

Maybridge datasets were classified based on the five medicinal chemistry rules: drug-

like, [3] extended drug-like, [4] lead-like, [5] fragment-like, [6] and PPI-like rules. [7] Table 

4.1 shows the physicochemical properties conditions used to formulate the rules.  

Table 4.1. Molecular properties and conditions used to categorise compounds in 

datasets for drug discovery 

Medicinal chemistry rules Physicochemical property conditions 

Drug-like MW ≤ 500 Da, LogP ≤ 5 & HBD ≤ 5 & HBA ≤ 10 

Extended drug-like Drug-like rules, RotB ≤ 10, TPSA ≤ 140Å 

Lead-like MW ≤ 350 Da, LogP ≤ 3, HBD ≤ 3, HBA ≤ 3 

Fragment-like HBA ≥ 3 & MW ≤ 300 & HBD ≤ 3 & LogP ≤ 3 

PPI-like NRing ≥ 4, MW ≥ 400 Da, HBA ≥ 4, LogP ≥ 4 
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4.2.2.3 Scaffold analysis 

The diversity of the datasets can be defined by analysing the scaffolds of compounds 

within the datasets. Scaffolds are the core structures of organic compounds that is 

linked to their functional groups. [8] In this study, DataWarrior was used to generate 

Murcko scaffolds by removing all side chains that are attached to the central rings of 

compounds. The scaffold diversity of each dataset was assessed by calculating the 

fractions of scaffolds (Ns) relative to the total number of compounds in the dataset (M) 

as (Ns/M), proportion of singleton scaffolds (Nss) to the total number of compounds in 

the dataset as (Nss/M) and singleton fractions to the total scaffolds in the datasets as 

(Nss/Ns). 

4.2.2.4 Activity cliff analysis 

An activity cliff analysis was performed to identify minimum structural changes in the 

compounds that have a drastic effect on biological activity to associate structural 

features with the biological activity of nicastrin compounds. The structure activity 

landscape index (SALI) was calculated based on Skeletonsphere descriptors 

implemented in DataWarrior to associate the varying biological activity with the 

compounds with similar structures (Equation 4.1). [1]  

𝑺𝑨𝑳𝑰 =  
|𝑨𝒊 − 𝑨𝒋|

𝟏 − 𝒔𝒊𝒎 (𝒊, 𝒋)
 

Equation 4.1 

where 𝐴𝑖 is the activity of the ith molecule and 𝐴𝑗 is the activity of the jth molecule in 

the nicastrin dataset, and sim (i,j) is the similarity quotient among the pair of molecules. 
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4.2.3 Quantitative Structural Activity Relationship (QSAR) prediction using 

Machine Learning approaches 

To generate the quantitative structure activity relationship (QSAR) models, the 353 

gamma-secretase compounds with nicastrin inhibition collected from Pubchem were 

used in model generation. The OCHEM webserver (available at https://ochem.eu/) 

was used to calculate descriptors. In this study descriptors (1) with zero variances or 

more than 95% zero values, (2) that were constant for all molecules, and (3) that had 

a relative standard deviation of 0.001, were removed. To select descriptor subsets, 

the best first search method was used. The best first search method finds the best 

descriptor in the descriptor space by making local changes to the current subset, or 

else it returns to a previous subset with more promising descriptors and continues the 

exploration. The predictive capabilities of descriptors within the subset were assessed 

using either the correlation-based feature selection (CFS) or a 10-fold cross-validation 

loop (Wrapper) with training algorithms to identify the best method for descriptor 

selection. The subset with the lowest correlation among the descriptors and the 

highest correlation with activity was chosen. WEKA version 3.8.2 [9] was used to select 

descriptors, evaluate them, and build machine learning models. 

 

The compounds were then split into training and test sets where the training set was 

formed by 282 compounds (80%) and the test set had 71 compounds (remaining 20% 

of the dataset). Machine learning based quantitative structure activity relationship 

(QSAR) models were generated using a number of popular techniques such as trees 

(J48), [10] Naïve Bayesian (NB), [11] nearest neighbour classifier, IB1 [12] and sequential 

minimisation optimisation, SMO [13] algorithms. To ensure that the developed models 

https://ochem.eu/
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can be used to predict activity and reliability, the predictive performance of the models 

was evaluated both internally and externally [14, 16]: based on Sensitivity, specificity, 

accuracy, balanced classification rate (BCR), and Matthews correlation coefficient 

(MCC). These parameters are calculated using the confusion matrix's true positive 

(TP), false negative (FN), false positive (FP), and true negative (TN) rates. [12] 

In addition to these parameters, the Receiver Operating Characteristic curve (ROC) 

and Cohen's Kappa (ҡ) are used in model validation. The ROC curve depicts a model's 

success and failure by plotting the true positive rate (sensitivity) against the false 

positive rate (1-specificity). It demonstrates the model's level of precision as well as its 

ability to distinguish between actives and inactives and compares the predicted 

classification to known classifications to determine how well a classifier performs due 

to chance. 

4.2.4 Ligand based virtual screening using generated QSAR models 

During the production stage, all the 353 nicastrin inhibitors with their calculated 

descriptors were used to generate quantitative structure activity relationship (QSAR) 

models to screen the Maybridge HitFinderTM diverse and drug-like screening set for 

potential nicastrin inhibitors.  

4.2.5 Applicability Domain 

The applicability domain of the QSAR models was calculated in order to identify 

compounds in the test and Maybridge screening sets that could be predicted 

accurately using the chosen nicastrin inhibitors. The domain similarity node in KNIME 

was used to compute Euclidean distances between test set compounds and their 

nearest neighbours in the training set, as well as Maybridge set compounds and their 

nearest neighbours in the production set. A threshold was established from the 
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average distances. [17, 18, 19] The filtered Maybridge set, obtained from the applicability 

domain node, was then used in structure-based virtual screening. The Euclidean 

distance method is defined in Equation 4.2:  

𝑨𝑷𝑫 =′ 𝒅′ +  𝒁𝝈 

Equation 4.2 

4.2.6 Structure based virtual screening of the Maybridge screening set 

Structure-based virtual screening was carried out using docking calculations in 

AutoDock Vina of the compounds extracted from the ligand-based virtual screening. 

The interactions and binding energy of the four most active gamma-secretase nicastrin 

inhibitors in the DYIGS binding site guided the selection of potential nicastrin inhibitors 

from the Maybridge screening set. Using AutoDock Tools, [20] nicastrin (chain A) from 

the gamma-secretase PDB ID: 6IDF was prepared by adding Gasteiger charges and 

merging non-polar hydrogens. AutoDock4 atom types were assigned, and hydrogen 

atoms were added. The grid box was centred at x, y, z coordinates of 171.82, 192.43, 

218.78 with a default spacing of 0.375 Å and x, y, z grid dimensions of 42.67 × 41.94 

× 42.46 Å.  

All ligands were energy minimised for 200 steps using conjugate gradient and 

MMFF94 force field [21] and prepared for docking by adding Gasteiger charges, 

merging non-polar hydrogen atoms, assigning AutoDock4 atom types, and adding 

hydrogen atoms. The root torsion, degree of freedom, and the number of rotatable 

bonds were also defined, and the structures were saved in pdbqt format. Autodock4 

default parameters were used during docking and both protein and ligand were 

considered rigid. The docked compounds were ranked according to docking scores 

and binding site interactions to select compounds for preliminary bioassay evaluations.  
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4.2.7 Diversity selection 

Compounds that were structurally distinct in the set identified from structure-based 

virtual screening were chosen for experimental validation using the Datawarrior 

FragFp descriptor. The FragFp is a binary fingerprint based on a substructure 

fragment dictionary that selects fragments with little or no overlap, implying diversity. 

 

4.3 Results and discussion 

4.3.1 Physicochemical property space 

To reduce attrition and improve market potential, drug candidates should have the 

appropriate physicochemical properties. The physicochemical properties of the five 

compound datasets described above, FDA approved drugs (FDA), FDA approved 

breast cancer drugs (FDA_BCD), Maybridge HitCreator (Maybridge), and nicastrin 

inhibitors presented as active and inactive were analysed and compared. These 

include the molecular weight (MW ≤ 500); the calculated logarithm of the octanol/water 

partition coefficient (cLogP ≤ 5); the number of hydrogen bond donors (HBD ≤ 5) and 

acceptors (HBA ≤ 10); the topological polar surface area (TPSA ≤ 140 Å); and the 

number of rotatable bonds (RotB ≤ 10) [3, 4]. Figure 4.1 depicts the range and 

distribution of physicochemical properties for each of the five datasets.  

 

A multivariate approach based on principal component analysis (PCA) was used to 

analyse the six physicochemical properties and draw the physicochemical space by 

reducing the dimensions in the datasets. Eigenvectors that are descriptive of the 

contribution of each property to the amount of variance in the PCA were loaded and 

the scores of the first three PCs were plotted in a 3D model as shown in Figure 4.2. 
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According to the plot analysis, the first three principal components (PCs) account for 

more than 85% of the variance, as shown in Table 4.2, indicating that these PC 

dimensions can provide meaningful visualisations of the physicochemical property 

space defined by the compounds in the datasets.  

 

The analysis shows that most compounds in the nicastrin datasets have properties 

that fall within the Lipinski rule of 5 of orally available drugs; however, when compared 

to the FDA BCDs, which served as a reference, some notable deviations are observed 

within the sets. The PCA analysis revealed that there is a physicochemical space 

overlap between the datasets. As the FDA approved drugs extend along the PC1 and 

PC2 axis, the number of rotatable bonds increased, with high hydrogen bond counts 

and TPSA values greater than 200Å2. This was captured in the box, and whisker plots, 

that Maybridge screening set and FDA approved drugs, FDA BCDs and nicastrin 

inhibitors have a higher molecular weight. The average molecular weight of the 

Maybridge screening set, and FDA approved drugs is between 342 and 345 Da, which 

is significantly lower than the 496, 477 and 429 Da of FDA breast cancer drugs and 

nicastrin active and inactive inhibitors respectively (p > 0.05).  

 

The FDA approved, FDA breast cancer drugs, and nicastrin inhibitors all have between 

5 and 7 rotatable bonds, whereas the Maybridge screening set has compounds with 

an average of 4 rotatable bonds. While nicastrin inhibitors have significantly higher 

cLogP values than FDA approved breast cancer drugs (p < 0.01), the cLogP of the 

Maybridge dataset and FDA approved drugs is not statistically different from that of 

breast cancer drugs (p > 0.05). For all of the data sets, there are significantly fewer 

hydrogen bond acceptors, and donors, than for FDA breast cancer drugs (p < 0.05). 
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This is also explained by the highest loadings of PC1 and PC2 (Table 4.2): HBA (0.45), 

HBD (0.42), TPSA (0.55) and RotB (0.41).  

 

When all these observations are taken into account together with the fact that FDA 

breast cancer drugs’ TPSA averages 126 Å2 (p < 0.05), which is significantly higher 

than the average for all datasets with averages between 70 and 94 Å2, it explains why 

breast cancer drugs are mostly administered intravenously. This space can be 

explored for gamma-secretase inhibitors that can be administered intravenously. 

 

However, the space occupied by the majority of the Maybridge, and FDA approved 

drugs overlap, and extend towards PC2 and PC3 axis providing compounds with 

physicochemical properties that allow for the design of orally available drugs. This 

property space is characterised by compounds with reduced lipophilicity indicated by 

cLogP values, low polar surface area, low molecular weight compounds with low 

hydrogen bond counts that can help to expand the property space of the GSIs to 

occupy a broader property space of approved drugs. PC2 and PC3 have the highest 

loadings from a reduction (indicated by the negative values) in cLogP (-0.72), HBD (-

0.70) and RotB (-0.45) and which might imply that these properties might influence the 

property space (Table 4.2).  

The Maybridge screening dataset occupies the space with lower lipophilicity, less 

flexibility as indicated by the number of rotatable bonds, and an acceptable total 

hydrogen bond count, all of which contribute to better oral bioavailability, [4] and can 

be used to identity orally available GSIs. This demonstrates that potential hits with 

different physicochemical properties can be identified from screening of the Maybridge 
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datasets for breast cancer therapy. Figure 4.2 illustrates a physicochemical property 

space that is devoid of GSIs but can be used to discover novel GSIs.  
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Figure 4.1 Physicochemical property distribution of FDA approved breast cancer 

drugs (BCD), FDA approved drugs (FDA), Maybridge HitCreator dataset 

(Maybridge), nicastrin actives (Active) and nicastrin inactive inhibitors (Inactive). The 

physicochemical properties include molecular weight (MW), octanol water partition 

coefficient (cLogP), hydrogen bond acceptors (HBA) and donors (HBD), rotatable 

bonds (rotB) and topological polar surface area (TPSA) are presented as box plots. 

Each box represents values between the first and third quartiles; the red line shows 

the mean value of the data; the black line is the median; and the whiskers indicate 

the top and bottom quarters of the data. 
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Table 4.2 Eigen values and explained variance of Principal components  

PC and Explained 

variance (%) 

PC1  

40.617 

PC2 

29.008 

PC3 

16.139 

Molecular weight 0.3996 -0.2905 0.5574 

cLogP 0.021 -0.7166 0.0943 

HBA 0.4485 0.3761 0.3575 

HBD 0.4184 0.026 -0.7017 

TPSA 0.5467 0.2439 0.0146 

Rotatable bonds 0.4059 -0.4478 -0.2451 

 

 

Figure 4.2 Property-based chemical space of FDA approved breast cancer drugs 

(BCD), FDA approved drugs (FDA), Maybridge HitCreator dataset (Maybridge), 

nicastrin actives (Active) and nicastrin inactive inhibitors (Inactive) as principal 

components (PCs) of physicochemical properties of pharmaceutical relevance: 

molecular weight, hydrogen bond acceptors, hydrogen bond donors, topological 

polar surface area, rotatable bonds, and the octanol-water partition coefficient. 
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4.4 Profiling of drug-likeness 

Drug-likeness, extended drug-likeness, lead-likeness, fragment-likeness, and protein-

protein interaction (PPI) likeness of nicastrin inhibitors and compounds in the FDA 

approved drugs, FDA breast cancer drugs and Maybridge datasets were also 

analysed. The Maybridge dataset had the highest percentage of compounds that met 

the drug like, extended drug like, and lead like criteria, with 95.5%, 89.3%, and 29%, 

respectively (Figure 4.3). With respect to drug-likeness and extended drug-likeness, 

the FDA approved drugs dataset had more than 50% of compounds adhering to both 

rules. Therefore, these findings suggest that compounds in the Maybridge dataset can 

be used in drug discovery when screening for oral drugs.  

Since most breast cancer compounds are administered intravenously, as evidenced 

by the low percentage of drug-like breast cancer compounds, nicastrin inhibitors can 

be used to design orally available drugs, since 64% of compounds are drug like. All 

datasets had very small fractions (less than 30%) of lead-like, fragment-like and PPI 

like compounds. Since molecular fragments and lead like molecules are required 

during lead-discovery and optimisation stages of drug discovery, larger fractions of 

fragment-like, and lead-like, were not expected in the FDA approved drugs, and breast 

cancer drugs sets, as these compounds had already passed the discovery and 

optimisation stages.   
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Figure 4.3 Drug-like, extended-drug like, lead-like, fragment-like, PPI like profiles of 

FDA approved breast cancer drugs (BCD), FDA approved drugs (FDA), Maybridge 

HitCreator dataset (Maybridge), and nicastrin inhibitors (Nicastrin). 

 

 

4.4.1 Scaffold chemical analysis 

Scaffold analysis was done to characterise nicastrin inhibitors to inform the 

identification of compounds in the Maybridge screening dataset, while also monitoring 

uniqueness of scaffolds by characterising the scaffold diversity of FDA approved 

drugs. To profile the scaffold diversity of nicastrin inhibitors against the Maybridge 

dataset, compounds were decomposed into Murcko frameworks and side chains. [22] 

The scaffold diversity of each dataset was analysed by computing the fraction of 

scaffolds relative to the total number of compounds in the dataset (Ns/M), proportion 

of singleton scaffolds to the total number of compounds in the dataset (Nss/M) and 

singleton fractions to the total scaffolds in the datasets (Nss/Ns).  
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Based on Ns/M, Nss/M and Nss/Ns the scaffold diversity order decreased in the 

following order; Maybridge> FDA BCD > FDA approved> nicastrin inhibitors. While 

Ns/M generally describes the scaffold diversity distribution with a particular dataset, 

Nss/M and Nss/Ns reveals the proportion of unique scaffolds with respect to all 

compounds and scaffolds in a dataset.  The proportion of singleton fractions to the 

total scaffolds in the datasets was high in all datasets (>0.70). This shows that a 

greater fraction of compounds in Maybridge dataset has unique scaffolds that can be 

used in the exploration of novel drug scaffolds for breast cancer. Figure 4.4 shows the 

nine most common scaffolds in the six datasets used in this study, including acyclic 

systems.  

The N-(2-phenylacetyl)-N-1,3-thiazol-2-ylglycinamide scaffold (9.37%) has the highest 

occurrence in the nicastrin inhibitors. A sulfur bond or a sulfonyl benzene is also 

present in four of the most common scaffolds in nicastrin inhibitors. None of the most 

frequent scaffolds in nicastrin inhibitors were found in the Maybridge screening 

dataset, and other datasets, implying that the Maybridge screening dataset can be 

proposed as a novel source of chemical scaffolds for nicastrin inhibition and breast 

cancer therapy.  
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Figure 4.4 The most common scaffolds including acyclic systems found in: A. FDA 

breast cancer drugs, B. FDA approved drugs, C. Maybridge HitCreator set, and D. 

nicastrin inhibitors. 

A 

B 

C 

D 
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4.4.2 Structure activity relationships and Activity cliff analysis of gamma-

secretase inhibitors 

A structure activity relationship was used in which compounds were decomposed into 

their core fragments and R-groups. In this investigation the most central ring system 

scaffolds, which are topologically closest to the centre of the molecule were used, 

where all atoms and bonds from a given compound that were not a part of any rings 

were removed and the unsubstituted ring systems were retained. [1] For the 353 

nicastrin inhibitors, 44 core fragments were produced. The structure activity 

relationships highlighted R-groups on the core fragments that significantly altered the 

activity. For instance, in nicastrin inhibitors, compounds with the R3 group on the 

benzene core fragment are highly active, whereas R1, R4, and R5 groups on the 

benzene core fragments reduced the activity. This effect of R-groups on the core 

fragments is shown in Figure 4.5. 
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Figure 4.5 A scatter plot of activity as pIC50 against core fragment.  

The points are coloured according to their pIC50 values with red dots and blue dots 

corresponding to low and high values respectively. 

 

In addition to the R-groups on core fragments, a similarity check of nicastrin inhibitors, 

and effects of minor structural changes in compounds that affect their bioactivity, was 

conducted (Figure 4.6). This was accomplished by analysing the bioactivities using 
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the structure-activity landscape index (SALI) [23]. In Datawarrior, a SALI index for a 

pair of compounds measures how bioactivity changes as compound structure 

changes. Each point in the displayed SALI plot represents a different compound, and 

the colour and size of each point are scaled based on the pIC50 and SALI value. The 

distance between compounds is proportional to the compound similarity.  

The SALI plot (Figure 4.6) shows that nicastrin inhibitors are chemically diverse since 

they are scattered throughout the chemical space. Pairs of compounds with similar 

structural characteristics but different biological activities were identified by activity cliff 

analysis. For example, a pair of nicastrin compounds with CIDs 118717947 and 

118717972 (Figure 4.6) had a very high similarity value of 0.98 and bioactivity pIC50 

values of 8 and 5. Given that the small difference on the substitution position of 

nitrogen atoms on the pyridazine ring, this pair of compounds had a SALI value of 

196.95, the highest amongst all pairs (Figure 4.6). Compound CID 118717947 with 6-

methylpyridazin-4-yl is active, while compound CID 118717972 with 5-

methylpyridazin-3-yl is inactive. This demonstrates how activity cliffs can be used to 

improve activity in nicastrin inhibitors.  
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Figure 4.6 A structure-activity landscape index (SALI) plot of nicastrin inhibitors.  

Each point in the displayed SALI plot represents a different compound, and the 

colour and size of each point are scaled based on the pIC50 and SALI value. A 

comparison of structural similarity between a pair of nicastrin inhibitors CID 

118717947 and 118717972 with a similarity of 0.98 is highlighted with the highest 

SALI value of 196.95. 

 

4.4.3 Quantitative Structural Activity Relationship (QSAR) prediction using 

Machine Learning 

Quantitative structure-activity relationships using machine learning was done to 

identify features important for nicastrin inhibition. In the OCHEM web server, 306 

descriptors were calculated, and after removing redundant descriptors, only 187 were 

subjected to descriptor reduction methods. The Best-first search method yielded 

descriptor subsets that could be used to build models. To assess the predictive 

capabilities of the subsets produced, the correlation feature-based selection method 
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(CFS), as well as J48 trees, Naïve Bayes, IB1 and SMO algorithms within a cross-

validation loop (Wrapper), were used. 

Table 4.3 shows the descriptor sets that were evaluated by the CFS and Wrapper 

methods. To produce robust models of nicastrin activity, the CFS and SMO methods 

selected subsets with 13 descriptors each, while the IB1, J48 trees, and NB selected 

subsets with 10, 7, and 4 descriptors, respectively. The evaluated subsets included 

topological, electro topological, constitutional, electro geometric, and hybrid 

descriptors Most reduction methods shared electrotopological and constitutional 

descriptors such as SsH and naAromAtom. 

Electro topological descriptors such as SsH, SsssCH, SdssC, SsO, and SsssN 

consider an atom’s electronegativity, and buriedness, and provide a value that depicts 

the atom’s accessibility for interaction with other atoms in another molecule. 

Topological descriptors such as MDEO-11 provide distance and adjacency 

information that characterise oxygen connectivity, whereas MDEC-14, C3SP2, and 

C1SP2 descriptors detail carbon connectivity and hybridisation. To capture shape, 

size, symmetry, and atom distribution, hybrid descriptors are calculated from the x, y, 

z coordinates of a molecular structure. BCUT and WHIM descriptors are two examples 

of hybrid descriptors. Constitutional descriptors reflect the chemical composition of the 

compound, such as the number of acid (nAcid) or aromatic groups (naAromAtom), but 

do not provide atom connectivity. 
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Table 4.3. Subsets of descriptors selected for the development of the different Machine 
Learning models 

Descriptor CFS J48 IBK NB SMO 

Topological SsssCH 
SsH 
SdssC 
SssO 
SsCl 
C1SP2 
C3SP2 
MDEO-11 
khs.ssNH 

SsH 
SsssN 
C3SP2 
MDEC-14 

SaasN 
SdssC 
SaasC 
SssssC 
SsCl 
MDEO-
11 
VP-0 
Khs.dssC 
khs.ssNH 

SsssCH 
SsH 
SssO 

SsssCH 
SsH 
SaasN 
SssO 
SaasC 
SsssN 
SssssC 
MDEC-22 
khs.ssNH 

Constitutional naAromAtom 
 

nAcid 
naAromAtom 

 naAromAtom naAromAtom 

Electro-
geometric 

tpsaEfficiency     

Hybrid tpsaEfficiency 
BCUTw-1h 
Wlambda2.unity 

BCUTp-1h WV.unity  BCUTp-1h 
Wlambda2.unity 
Weta3.unity 

 

 

4.4.3.1 Validation  

This section displays the results of external validation for each machine learning 

method. Table 4.4 compares the performance of the methods as weighted averages. 

A paired T-test revealed no significant difference in the results of the models built using 

the various classification methods at the 5% significance level, implying that all these 

methods can be used interchangeably based on the training results. 

 

4.4.3.2 J48 trees 

The C4.5 algorithm was used to generate J48 decision trees for the classification of 

nicastrin inhibitors.  The tree constructed from the CFS subset of descriptors had a 
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ROC area of 0.80, contained 15 internal nodes and 16 leaves from 13 descriptors and 

correctly classified 84.5% of the compounds in the test set. The Wrapper J48 decision 

tree was also evaluated, and found to outperform the CFS-based method, producing 

a model that correctly classified 90.1% of the test set compounds while using half the 

number of descriptors. The wrapper J48 method reduced the false positive rate in the 

CFS-based method from 15.8% to 11%, resulting in a ROC area of 0.91. Sensitivity 

and specificity are good indicators of a model’s ability to correctly classify active 

compounds as active and misclassify inactive compounds as active with a low error 

rate (false positives). Interestingly, as shown in Table 4.4, the descriptor subsets 

chosen in both models correctly predicted 81.8% of the inactives. 

 

4.4.3.3 IB1 

To distinguish actives from inactives, an instance-based learning algorithm, based on 

the nearest neighbour pattern classifier, was developed. The accuracy measures were 

the same for the CFS-based subset as well as the subset evaluated using the 

Euclidean distance to find the nearest neighbour. The wrapper method used ten 

descriptors to build the model, whereas the CFS method used thirteen descriptors to 

produce models with a 90.1% accuracy and a ROC area of 0.91. With a false positive 

rate of 10.6% compared to 11% for the wrapper model, the CFS-based model was 

more selective to inactive compounds. 

 

4.4.3.4 Naïve Bayes 

 The Naïve Bayes (NB) model was built using the 13 descriptors evaluated via CFS 

had an accuracy of 87.3% and a ROC area of 0.90. The use of the NB as an attribute 

selector improved the model's accuracy to 91.6% while lowering the false positive rate 



116 
 

to 0.09, the lowest of all machine learning models. This demonstrates that the model 

was most selective for inactive compounds. 

4.4.3.5 SMO 

The radial basis function kernel was used to convert the non-linear data to linear form 

and to distinguish between active and inactive compounds. The hyper-plane 

distinguished between active and inactive compounds with 85.9% accuracy and a 

ROC area of 0.85. Although using the SMO rather than the CFS to evaluate the 

descriptor subset increased the model's sensitivity the ROC area by 1.4% and 2%, 

respectively, the model's specificity decreased to 75.8%, reducing the model's ability 

to segregate inactive compounds. 

 

4.4.3.6 Model performance 

Cohen's Kappa is a measure of agreement between a model’s ability to classify a 

compound and its correct class. A model’s random predictive ability is 0.5, so a perfect 

model has a value of 1. [24] In general, the models (Table 4.4) had good predictive 

ability, with the wrapper NB having exceptional predictive power with a kappa value of 

0.83. 

Sensitivity and specificity are critical metrics for selecting a model that will correctly 

classify compounds in a database, thereby maximising resources during drug 

development. The wrapper J48 model was the most sensitive to actives, whilst the 

wrapper NB was the most specific to the classification of inactive compounds and 

hence used in the screening for nicastrin actives. 
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Table 4.4. Summary of Model performance 

Classifier Sensitivity Specificity Accuracy ROC MCC BCR Cohen’s 

Kappa 

J48+CFS 86.8 81.8 84.5 0.80 0.69 84.3 0.69 

IBK+CFS 94.7 84.8 90.1 0.91 0.80 89.8 0.80 

NB+CFS 92.1 81.8 87.3 0.90 0.75 87.0 0.74 

SMO+CFS 92.1 78.8 85.9 0.85 0.72 85.5 0.71 

Wrapper J48 97.4 81.8 90.1 0.91 0.81 89.6 0.80 

Wrapper IBK 97.4 81.8 90.1 0.91 0.81 89.6 0.80 

Wrapper NB 94.7 87.9 91.6 0.87 0.83 91.3 0.83 

Wrapper SMO 97.4 75.8 87.3 0.87 0.76 86.6 0.74 

 

 

4.4.3.7 Applicability domain 

According to the applicability domain calculation, the test set's percentage of reliable 

predictions was 100%. Based on training set data, all the 71 test set compounds were 

within the APD threshold of 1.954 and were reliably predicted; thus, the validation 

performed on the test set was accepted as reliable. [25]  

 

4.4.4 Interpretation of J48 and NB models 

The J48 trees and NB algorithms were used to assess the predictive capabilities of 

the subsets produced within a cross-validation loop that described nicastrin activity 

using topological, electro topological, constitutional, and hybrid descriptors. Because 

the J48 trees were sensitive to actives and the NB models were specific to inactive 

compounds, they were used consecutively. 
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The J48 trees model (Figure 4.7) demonstrates that the presence of heteroatoms 

such as halogen, nitrogen, and sulfur atoms, the degree of branching, chain length, 

and the presence of cyclic structures all contribute to the activity of nicastrin inhibitors. 

The SsH feature, referring to the sum of polar hydrogens, and ultimately, the polarity 

of the molecule, is the most important descriptor identified by the J48 trees model. 

Nicastrin compounds with halogen, and sulfur, atoms increase the valence state 

electronegativity of hydrogen atoms. Furthermore, the SsssN feature, which is the sum 

of singly-bound amines, was used to describe the potency of nicastrin inhibitors. When 

amines are bound to phenylsulfonyl or morpholine groups, the compounds become 

inactive.  

The MDEC-14 descriptor, which accounts for the geometric mean of the topological 

path lengths between all primary and quaternary carbons describes the separation of 

a branched molecule's side chains from its main body. From the J48 tress model, it 

was observed that compounds can only be active if their BCUTp-1h eigenvalues are 

high. The BCUTp-1h descriptor combines connectivity and atomic polarisability 

information. The phenylsulfonamide group is an example; when bound to an alkyl 

chain, the compound is active. However, if it is bound to an aromatic group, it is 

inactive due to electron delocalisation, resulting in high polarisability and low 

eigenvalues. Furthermore, compounds with no more than three 5-6 membered 

aromatic rings, as defined by the descriptor naAromAtom, are active. Except for 

compounds containing both the phenyl sulfonamide and the 4-chlorobenzyl alcohol 

groups, the absence of acidic groups in the inhibitors generally favored activity. Figure 

4.7 depicts the J48 wrapper model. 

The NB model showed high sensitivity to inactive compounds, and to separate 

inactives from the dataset, the NB wrapper model used a subset with three topological 
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descriptors, SsssCH, SsH, SssO, and one constitutional descriptor (naAromAtom). 

Both the J48 wrapper and the NB wrapper models share the SsH, and naAromAtom 

descriptors. The SsssCH descriptor for saturated carbon hydride is an 

electrotopological descriptor that provides a count of aromatic carbon groups. Its 

application during screening allows for the consideration of electronegativity that is 

buried topologically within the structure and influences activity. [26] In the case of 

nicastrin inhibitors, the presence of heteroatoms such as oxygen, as described by the 

SssO descriptor, improves the segregation of actives and inactives.  

The Maybridge dataset with 14000 compounds was initially screened using the 

applicability domain (APD) filter to identify compounds that could be reliably predicted 

by the models. The APD filter identified 10012 compounds from the dataset. The 

10012 compounds were then screen using the J48 and NB wrapper models and 1315 

compounds were identified as active from the Maybridge dataset. 
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Figure 4.7 Representation of the J48 Wrapper model. 

 

4.4.5 Structure based virtual screening of the Maybridge dataset 

To identify nicastrin inhibitors, the 1315 compounds identified through QSAR 

screening using the J48, and NB wrapper models, were docked against the DYIGS 

site of nicastrin (PDB ID: 6IDF). The criteria for selection of hits were that the docked 

compounds interact with DYIGS residues Val138, Asp143, Arg105 and Glu174 

previously identified as important for good binding affinity as shown in Table 4.5. 

 

Table 4.5. Important binding site residues in nicastrin DYIGS binding site 

Residue Interaction 

Val138 Hydrophobic alkyl interactions 

Gln139 Van der Waals interactions 
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Asp143 Hydrogen bond  

Arg105 pi-cation contacts 

Glu174 pi-anion contacts  

 

4.4.6 Interactions of identified hits in the binding site 

As shown in Figure 4.8, the DYIGS site is located between the large and small lobes. 

It has a large volume of 738 Å3 with residues Val138, Gln139, Cys140, Asn142, 

Asp143, Cys159, Gln163, Tyr173, and Trp648 surrounding the conserved Asp336 of 

the DYIGS motif. 

 

Figure 4.8 The DYIGS site in nicastrin.  

The binding site residues are coloured by their characteristics; lipophilic aromatic 

(white), non-aromatic lipophilic (green), hydrogen bond donor (blue) and hydrogen 

bond acceptor potential (red). 

 

The four gamma-secretase inhibitors with nicastrin activity from PubChem dataset 

CIDs 44433923, 11305056, 23571070, and 11396006 were also included in the 
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structure-based virtual screening to establish a binding affinity cut off for further 

selection of potential hits. From the docking results, the cut-off value was determined 

by considering the binding affinity CID 11396006. CID 11396006 had a binding affinity 

of -9.0 kcal mol-1. 

In general, the polar charged aspartates Asp143 and Asp336 form salt bridges with 

the hit compounds' tertiary amine groups which include pyrazole, nitropiridine, indole, 

tetrazole, morpholine, and piperidine. These tertiary amine groups were identified as 

important for nicastrin inhibition by the J48 trees model. The aromatic nature of the 

compounds allowed them to be accommodated in the binding site via pi-sigma and pi-

alkyl interactions with residues such as Val138, Cys159, and Cys140, as well as pi-

anion interactions with Asp336 and pi-pi stacking with Tyr173. Complementary van 

der Waals interactions with hydrophobic residues such as Try173, Asn142, Pro141, 

Asn55, His158, Asn169, Gly170, Gln139, Phe145, Phe335, Trp648, Gly144, and 

glycan residues are observed around these aromatic groups as well as other alkyl 

groups that are mostly methyl.  

Fluorine atoms in the hit compounds formed halogen bonds with the binding site 

residues Gln139, Gln339, Asp336, Tyr173, Glu174, Thr334, Cys140, Asp143, and 

Asn169. The presence of oxygen in the binding site allowed hydrogen bonds to form 

with polar binding site residues like Gly144, Asp143, Asp336, Cys140, Gln163, 

His158, and glycans. In the case of carboxamides and oxazoles, hydrogen atoms 

attached to the nitrogen atom allowed for hydrogen bond formation. 

Seven compounds (Figure 4.9) were chosen for experimental validation after 

considering the structural diversity of the docked compounds from known nicastrin 

inhibitors and binding affinity of -9.0 kcal/mol or less.  
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Figure 4.9 Nicastrin inhibitors selected for experimental validation. 

 

The compounds were docked and analysed, and significant interactions were 

observed between the ligands and the binding site residues. Compound 3255 (N, N-

dimethyl-6-(2-methylphenyl)-4,4-bis(trifluoromethyl)-1,3,5-oxadiazin-2-amine) binds 

to the target site (Figure 4.10) via three hydrogen bonds with Asn142, Asp143, and 

Nag803 as well as halogen bonds with Asp336 and Cys140 via the bis(trifluoromethyl) 

group (trifluoromethyl).  

 

Carbon hydrogen bonds are also formed between the dimethyl group attached to the 

amine and Asp143 and Nag804. Pi-interactions, which are important for drug 

stabilisation in the binding site via charge transfer, were also realised. The 

methylphenyl group interacts with Val138 and Nag804 via pi-sigma interactions, 

whereas the methyl groups interact via pi-alkali with Trp648 and alkyl interactions with 

Val138. 
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Figure 4.10 Molecular docking 2D mode of interaction of compound 3255   

(N, N-dimethyl-6-(2-methylphenyl)-4,4-bis(trifluoromethyl)-1,3,5-oxadiazin-2-amine) 

with DYIGS binding site in nicastrin analysed by Discovery Studio. Conventional 

hydrogen bond, van der Waals interactions, Carbon hydrogen bond, halogen, pi-

sigma, alkyl, and pi-alkyl are shown in green, light green, and pink respectively.   

 

The methylphenyl group of compound 8361 (5-[[3,5-bis(trifluoromethyl)phenyl] 

hydrazinylidene]-2,2-dimethyl-1,3-dioxane-4,6-dione) interacts with Val138 and 

Nag804. The bis(trifluoromethyl) group interacts with fluorine atoms in a variety of 

ways, including hydrogen bonds with Asn142, Asp143, and Nag803, as well as 

halogen bonds with Asp336 and Cys140. With Trp648 alkyl interactions, the methyl 

groups form pi-alkali. A carbon-hydrogen bond is also formed between the amine's 

dimethyl group and Asp143 and Nag804 (Figure 4.11). 
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Figure 4.11 Molecular docking 2D mode of interaction of compound 8361   

(5-[[3,5-bis(trifluoromethyl)phenyl] hydrazinylidene]-2,2-dimethyl-1,3-dioxane-4,6-

dione) with DYIGS binding site in nicastrin analysed by Discovery Studio. 

Conventional hydrogen bond, van der Waals interactions, Carbon hydrogen bond, 

halogen, pi-sigma, alkyl, and pi-alkyl are shown in green, light green, and pink 

respectively.   

 

The interactions with compound 8796 (N-(4,7,7-trimethyl-2-phenyl-6,8-

dihydroquinolin-5-ylidene) hydroxylamine are dominated by van der Waals 

interactions. Van der Waals interactions with the compound are induced by the 

residues Asp143, Asn55, Trp648, Asp336, Asn142, Tyr173, Gly170, Glu174, and 

Bma806. Through pi-interactions, Val138 stabilises the compound. Pi-sigma, pi-alkyl, 

and alkyl interactions were observed with the 6,8-dihydroquinolin-5-ylidene group and 

the phenyl group, whereas conventional hydrogen bonds were observed primarily with 

glycan residues, Nag803, Nag804, and Bma805 with hydroxylamine hydrogens 

(Figure 4.12). 
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Figure 4.12 Molecular docking 2D mode of interaction of compound 8796  

N-(4,7,7-trimethyl-2-phenyl-6,8-dihydroquinolin-5-ylidene) hydroxylamine with 

DYIGS binding site in nicastrin analysed by Discovery Studio. Conventional 

hydrogen bond, van der Waals interactions, Carbon hydrogen bond, halogen, pi-

sigma, alkyl, and pi-alkyl are shown in green, light green, and pink respectively.   

 

Figure 4.13 depicts the binding of compound 6218, 2-morpholin-4-yl-6-pyridin-3-yl-

4,4-bis(trifluoromethyl)-1,3,5-oxadiazine, in nicastrin. Conventional hydrogen bonds 

form between Asp143, Nag803 and trifluoromethyl fluorines, Nag803 also with 

oxadiazine hydrogens, and Nag804 with oxadiazine and morpholine oxygens, and 

halogen bonds form between Cys140 and Asp336 and trifluoromethyl fluorines. Pi-

alkyl interactions are observed between Val138 and the pyridine group and Trp648 

and the trifluoromethyl methyl groups. Val138 also forms alkyl interactions with the 

trifluoromethyl group's methyl group. Van der Waals interactions are also observed 

with the residues Bma805, Gly144, Phe145, Asn55, Pro141, Asn142, and Tyr173. 
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Figure 4.13 Molecular docking 2D mode of interaction of compound 6218  

2-morpholin-4-yl-6-pyridin-3-yl-4,4-bis(trifluoromethyl)-1,3,5-oxadiazine with DYIGS 

binding site in nicastrin analysed by Discovery Studio. Conventional hydrogen bond, 

van der Waals interactions, Carbon hydrogen bond, halogen, pi-sigma, alkyl, and pi-

alkyl are shown in green, light green, and pink respectively.   

 

Compound 6197 (N'-[2-tert-butyl-5-(trifluoromethyl) pyrazolo[1,5-a] pyrimidin-7-yl] 

benzohydrazide) contains a trifluoromethyl group that forms halogen bonds with 

Glu174 and Tyr173, as well as conventional hydrogen bonds with Nag804 and alkyl 

interactions with Val138. As shown in Figure 4.14, the residue Val138 has numerous 

pi-interactions with the pyrazolopyrimidine and phenyl groups. Compound 6197 is 

stabilised by van der Waals interactions with the residues Phe335, Trp648, Asn142, 

Pro141, Asn55, Asp143, Cys140, His158, and the glycans Bma805 and 807. 
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Figure 4.14 Molecular docking 2D mode of interaction of compound 6197  

N'-[2-tert-butyl-5-(trifluoromethyl) pyrazolo[1,5-a] pyrimidin-7-yl] benzohydrazide 

with DYIGS binding site in nicastrin analysed by Discovery Studio. Conventional 

hydrogen bond, van der Waals interactions, Carbon hydrogen bond, halogen, pi-

sigma, alkyl, and pi-alkyl are shown in green, light green, and pink respectively.   

 

The methoxyphenyl groups in 5-(3-methoxyphenyl)-8,8-dimethyl-2-(2-

oxopropylsulfanyl)-5,7,9,10-tetrahydro-3H-pyrimido[4,5-b]quinoline-4,6 

dione (compound 2251) as well as the 5,7,9,10-tetrahydro-3H-pyrimido[4,5-b] 

quinoline form van der Waals interactions with residues such as Glu174, Gly170, 

Asn169, Gln139, His158, Cys159, Cys140, Asn142, Pro141 and Asn55. On the other 

hand, Nag804, Gln163, and Nag803 form hydrogen bonds with the diones, oxo, and 

methoxy substituents, respectively. Pi-alkyl interactions were observed between 

Val138 and Trp648 with the phenyl ring and the methyl group, respectively (Figure 

4.15). 
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Figure 4.15 Molecular docking 2D mode of interaction of compound 2251  

5-(3-methoxyphenyl)-8,8-dimethyl-2-(2-oxopropylsulfanyl)-5,7,9,10-tetrahydro-3H 

pyrimido[4,5-b] quinoline-4,6-dione   with DYIGS binding site in nicastrin analyzed 

by Discovery Studio. Conventional hydrogen bond, van der Waals interactions, Pi-

Donor hydrogen bond, and pi-alkyl are shown in green, light green, and pink 

respectively.   

 

Compound 8250's (methyl 3-[[2-(1-benzoyl-3-oxopiperazin-2-

yl)acetyl]amino]benzoate) benzoate oxygens interact with Asn142 and Tyr173 via 

hydrogen bonding, methylbenzoate forms pi-alkyl interactions with Val138 through the 

ring and with the methyl with Phe335, Tyr173, and Trp648. In addition, the hydrogen 

atom bonded to the nitrogen of the oxopiperazine forms a hydrogen bond with Gly170. 

Nag803 forms two hydrogen bonds with oxygens on the oxopiperazine and acetyl 

groups. Glu174 and the nitrogen of the piperazine interact via a pi-anion contacts 

(Figure 4.16). 
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Figure 4.16 Molecular docking 2D mode of interaction of compound 8250  

methyl 3-[[2-(1-benzoyl-3-oxopiperazin-2-yl)acetyl]amino]benzoate with DYIGS 

binding site in nicastrin analysed by Discovery Studio. Conventional hydrogen bond, 

van der Waals interactions, Carbon hydrogen bond, halogen, pi-sigma, alkyl, and pi-

alkyl are shown in green, light green, and pink respectively.   

 

 

4.5 Conclusion 

The physicochemical properties and scaffold space of nicastrin inhibitors were 

investigated to inform the quantitative structure activity relationships that were used to 

identify potential inhibitors for breast cancer therapy from the Maybridge HitCreator 

dataset. The screening dataset was diverse in terms of physicochemical properties 

and scaffolds, implying that the Maybridge HitCreator set used in this study could be 

a novel source for gamma-secretase compounds. Given that nicastrin inhibitors are 

so diverse, they can be structurally modified to create novel breast cancer compounds. 

Scaffold analysis identified specific connectivity containing a sulfon, sulfonamide, or 

sulfonamide connected to a non-aromatic ring and a halide or a halide connected to a 

benzene ring as associated with high activity for nicastrin inhibition.  
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The J48 trees model demonstrates that the presence of heteroatoms such as halogen, 

nitrogen, and sulfur atoms, the degree of branching, chain length, and the presence 

of cyclic structures all affect the activity of nicastrin inhibitors. From this information, 

seven nicastrin inhibitors were identified. This study discovered scaffolds and 

compounds that could aid in the discovery of effective and marketable gamma-

secretase inhibitors for the development of breast cancer drugs. The physicochemical 

property and pharmacokinetic analysis as well as antitumour tests are discussed in 

the following chapter. 
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5 Biological evaluation, and physicochemical and 
pharmacokinetic property profiling of hit compounds 

5.1 Introduction 

In the previous chapter, seven compounds were identified as potential anticancer hits 

through virtual screening. In this chapter, the seven compounds were analysed in silico 

for their physicochemical and pharmacokinetic properties, as well as biologically for 

antibacterial susceptibility and antitumour activity using carrot disc assays. 

Physicochemical properties such as molecular weight, hydrogen bond donor, 

hydrogen bond acceptor, lipophilicity, aqueous solubility, topological polar surface 

area, number of rotatable bonds, and molar reactivity were used to evaluate drug-

likeness.  

 

Pharmacokinetic properties were used to assess the compounds’ absorption, 

distribution, metabolism, excretion, and toxicity. Human intestinal absorption was 

predicted using the Caco-2 permeability and the Madin-Darby Canine Kidney cell 

permeability coefficient. The BOILED-EGG model was used to predict passive human 

intestinal absorption, blood brain barrier penetration, and permeability glycoprotein 

substrates. The drug distribution was calculated using plasma protein binding and 

equilibrium bound, and unbound serum proteins. The metabolism of drugs was 

evaluated by determining whether the compounds were inhibitors, non-inhibitors, 

substrates, or non-substrates of the CYP450 system. 

 

The half-life and clearance of the compound were used to calculate its excretion.  

Compound toxicity was determined by calculating the likelihood of hERG blockage 

and human hepatotoxicity. To assess the antibacterial susceptibility of hits, a biological 
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antibacterial evaluation was performed using a slightly modified Bauer-Kirby method. 

The carrot disc assay was then used as a preliminary antitumour assay. 

 

5.2 Methods 

5.2.1 Culturing of the Agrobacteria tumefaciens 

The previously isolated and characterised A. tumefaciens was cultured on Mackonkey 

agar and then subcultured on nutrient agar media to produce pure culture of the 

agrobacterium in the laboratory at the University of Malawi, Chancellor College, 

Microbiology Laboratory. Using a loop, a single colony was picked from the sub-culture 

and inoculated into nutrient agar media using the streak plate method. [1] The process 

was repeated and from each plate, forming one replica. Following this, the petri dishes 

were kept in the incubator for three days at 28 °C. After incubation, the pure culture 

appeared on nutrient agar media, which was later used for the various tests for 

Agrobacterium tumefaciens confirmation, and slants were sub-cultured on nutrient 

agar media for storage. 

 

5.2.2 Test for antibiotic resistance of the hits 

The antibiotic sensitivity of the target compounds was determined using a slightly 

modified Bauer-Kirby method. [2] Tetracycline (30 µg/L) and gentamicin (10 µg/L) were 

used as antibiotics. Whatman No. 1 filter paper discs of 6 mm in diameter were 

impregnated with 10 µL of the antibiotic solution and the target compounds at 

concentrations of 100 µM and 10 µM, respectively, before being air dried. The disc 

was then placed on seeded Luria-Bertani (LB) agar plates. 20 µL standard bacteria 

cultures (108 cfu/ml) were used for preparing seeded agar plates. The petri dishes 

were incubated at 30 °C for 24 hrs. The antibiotic susceptibility was determined by 
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measuring the size of the inhibition zone. The inhibition zones were measured using 

a digital Vernier Caliper and interpreted as Susceptible (S), Intermediate (I) and 

Resistance (R) based on the Bauer-Kirby protocol.  

 

5.2.3 Carrot disc assay 

Antitumour activity was evaluated by the procedure followed by Hussain et al [3] and 

Lellau and Liebezeit [4] with slight modifications. A fresh culture of A. tumefaciens was 

prepared by inoculating 100 mL (1.3%) autoclaved nutrient broth pH 7.4 with 10 µL of 

stock culture. This media was incubated at 28 °C for 48 hours to yield 5 x109 cells per 

mL. Carrots were surface sterilised with 20% HgCl2 solution 20 min before being cut 

(5 x 5) mm by a sterilised cork borer.  

 

Seven carrot disks treated with 10 µM or 100 µM compound along with positive and 

negative controls in the center were placed in autoclaved petri dish containing 1.5% 

agar medium. Samples 300 µL of each was mixed with 50 µL of cultured A. 

tumefaciens and poured 50 µL of each on the carrot disks. The entire experimental 

work was carried out in laminar air flow. Petri plates were incubated at 28 °C for 21 

days and sprayed with Lugol’s solution (potassium iodide 10% and Iodine 5% in 

distilled water). Tumours were counted under a microscope. Each sample was 

replicated five times. The percentage inhibition was calculated using Equation 5.1. 

 

% 𝑰𝒏𝒉𝒊𝒃𝒊𝒕𝒊𝒐𝒏 =  (𝟏 −
𝒏𝒐.  𝒐𝒇 𝒕𝒖𝒎𝒐𝒓𝒔 𝒊𝒏 𝒔𝒂𝒎𝒑𝒍𝒆

𝒏𝒐.  𝒐𝒇 𝒕𝒖𝒎𝒐𝒓𝒔 𝒊𝒏 𝒏𝒆𝒈𝒂𝒕𝒊𝒗𝒆 𝒄𝒐𝒏𝒕𝒓𝒐𝒍
) × 𝟏𝟎𝟎 

Equation 5.1 
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5.2.4 Assessment of oral availability and pharmacokinetic property evaluation 

of hits 

The aim is to identify hits that are less toxic, have good oral bioavailability and have 

optimum physicochemical properties. The SWISS ADME [5] and ADMETlab 2.0 [6] 

servers were used to predict the ADME properties. Lipinski rule of 5, [7] bioavailability 

score, [8] Ghose’s [9] and Veber’s [10] rules were used to guide the calculation of 

physicochemical properties. Molecular parameters such as molecular weight, 

hydrogen bond donor, hydrogen bond acceptor, lipophilicity, aqueous solubility, and 

topological polar surface area, number of rotatable bonds and molar reactivity were 

used to assess drug-likeness.  

Volume of distribution (VDSS) and plasma proteins (Fu) were calculated to determine 

the distribution of derivatives. Data for major human cytochrome P450 (CYP) isoforms 

involved in drug metabolism, including CYP2C9, CYP2D6 and CYP3A4, were also 

generated. Excretion routes of the compounds were determined by predicting the total 

clearance as well as the renal OCT2 substrate. Toxicity was determined by calculating 

LD50, hepatotoxicity, skin sensitisation, cellular toxicity and hERG liability for each 

compound. In addition, the BOILED-EGG model [11] of the molecules was predicted to 

reveal the capacity of gastrointestinal absorption and the permeability of the blood 

brain penetration barrier, both of which are key parameters in design of anticancer 

compounds.  
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5.3 Results and discussion 

5.3.1 Biological evaluation of antitumor properties 

The antibiotic resistance test was initially done to check for antibacterial activity of the 

identified hits, that could otherwise be misinterpreted as antitumour activity by 

inhibiting the growth of A. tumefaciens and cell viability. Table 5.1 shows the hits to 

which the A. tumefaciens was susceptible and resistant. The three susceptible 

compounds identified (Figure 5.1) were 2251; 5-(3-methoxyphenyl)-8,8-dimethyl-2-(2-

oxopropylsulfanyl)-5,7,9,10-tetrahydro-1H-pyrimido[4,5-b] quinoline-4,6-dione (26 

mm); 8361; 5-[[3,5-Bis(trifluoromethyl)phenyl] hydrazinylidene]-2,2-dimethyl-1,3-

dioxane-4,6-dione (21 mm); and 6197 N'-[2-tert-butyl-5-(trifluoromethyl) pyrazolo[1,5-

a] pyrimidin-7-yl] benzohydrazide (22 mm). These compounds had zones of inhibition 

which were comparable to the standard antibiotics used in the viability test, tetracycline 

and gentamicine with zones of inhibition of 24 mm and 22 mm respectively. 

 

 

Figure 5.1 Hit compounds with antibacterial susceptibility. 

 

 

The seven hits were then tested for antitumour activity and Table 5.1 shows the effects 

of the hits on the crown gall tumour inhibition on carrot discs. The percentage 
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inhibitions ranged from 15% to 87.5%. 6218; 2-Morpholino-6-(3-pyridyl)-4,4-

bis(trifluoromethyl)-4H-1,3,5-oxadiazine had the least percentage inhibition of 15%, 

whilst 8796; N-(4,7,7-trimethyl-2-phenyl-6,8-dihydroquinolin-5-ylidene) hydroxylamine 

had the highest percentage inhibition of 87.5%. Compounds that inhibited the A. 
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tumefaciens with %inhibition greater than 20% and without antibacterial susceptibility 

are shown in Figure 5.2.   

 

Figure 5.2 The three active hits. 
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Table 5.1 Resistance to antibiotics and percentage inhibition of A. tumefaciens by the 

identified hits 

 

Compound ID Zone of 

Bacterial 

Inhibition 

(mm) 

Antibacterial 

Inhibition  

% 

Inhibition 

of 

Tumours 

100µM 10µM  

 

3255 

6.69 6.62 R 45.00 ± 

05.60 

 

 

 

 

 

 

6218 

7.54 6.83 R 15.00 ± 

10.21 

 

 

2251 

26.40 27.99 S 57.00 ± 

08.33 
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8796 

8.18 9.42 R 87.50 ± 

05.50 

 

8361 

21.46 23.06 S 30.02 ± 

10.20 

 

8250 

7.53 8.15 R 79.00 ± 

05.66 

 

 

 

 

 

 

6197 

21.50 22.11 S 52.50 ± 

11.82 

Tetracycline 23.92  S  

Gentamicin 21.60  S  
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5.3.2 Physicochemical property prediction 

To increase the chances of the identified hits passing through pre-clinical and clinical 

phases of drug development, the physicochemical properties for bioavailabiltity [12,13] 

were evaluated together with those of 20 known orally available, and FDA approved, 

breast cancer drugs. The important physicochemical properties that were evaluated 

are molecular weight (MW), number of rotatable bonds (nRot), number of hydrogen 

bond acceptors (HBA) and donors (HBD), topological polar surface area (TPSA), 

octanol-water partition coefficient (logP), aqueous solubility (logS). [5]  

 

The seven hit compounds, FDA approved and orally available breast cancer drugs 

were subjected to the SwissADME webtool, and the compressed view of these 

properties is presented graphically for the seven hits only using bioavailability radar 

plots presented in Figure 5.3. Different properties that include solubility, flexibility, 

lipophilicity, saturation, and molecular weight were predicted and did not show any 

outliers outside the shaded pink limits for the identified hits. However, there were 

deviations in the approved breast cancer drugs.  

 

The already approved drugs are generally soluble, but nearly half of them have a MW 

greater than 500 g/mol; TPSA values greater than 140Å and are flexible. These 

findings suggest that the seven hits have good oral bioavailability and acceptable drug-

likeness properties, as they are small, relatively soluble, have acceptable hydrogen 

bond donor propensity, a low polar surface area in the range 37-80 Å and are relatively 

flexible with 1 to 7 rotatable bonds.  
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Figure 5.3 Bioavailability radar plots of hit compounds evaluated using swissADME 

webtool. Lipophilicity (LIPO): XLOGP3 between -0.7 and +5.0, Molecular weight (MW) 

(SIZE): 150-500 g/mol; Polarity (POLAR): TPSA between 20 and 130; Solubility (INSOLU): 

log S not higher than 6; Saturation (INSATU): fraction of carbons in the sp3 hybridization 

not less than 0.25; and Flexibility (FLEX): no more than 9 rotatable bonds.   

 

5.3.3 Prediction of Absorption, Distribution, Metabolism, Excretion and 

Toxicity  

5.3.3.1 Absorption and Distribution 

 

For an oral drug to enter systematic circulation, it must pass through intestinal cell 

membranes via passive diffusion, carrier-mediated uptake, or active transport. [14] The 

human intestinal absorption of compounds was estimated by calculating Caco-2 

permeability. [14, 15] Caco-2 cells are a human colon epithelial cancer cell line that has 

predicted values greater than -5.15 log cm/s and used as a model of human intestinal 
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absorption. The Madin-Darby Canine Kidney cells (MDCK) were also used as an in 

vitro model for permeability screening, with a permeability coefficient, Papp > 20 x 10-6 

cm/s considered to have high passive MDCK permeability. All seven hits were 

predicted to permeate the intestinal cell membranes because they had Caco-2 values 

greater than -5.15 log cm/s and MDCK log Papp greater than 20 x 10-6 cm/s, whereas 

42% of the approved breast cancer drugs were predicted to have low Caco-2 

permeability and 74% exhibited medium passive MDCK permeability. These results 

are shown in Table A1 and A2,Appendix. 

A prevalent mechanism of drug resistance in cancer is due to the over-expression of 

energy dependent efflux pumps, such as Pgp transporters which are modulated or 

inhibited by several anticancer drugs. This causes anticancer drugs to be pumped into 

the extracellular space, leaving a very low concentration of the drugs within the 

cytoplasm. As such, anticancer drugs should be non-substrates of the Pgp protein.  

Compounds that are non substrates of Pgp protein are preferred because drug 

resistance in cancer, particularly in patients with metastatic cancers, occurs 

intrinsically due to the presence of energy dependent efflux pumps in cancer cell 

populations. [16,17] Henneman et al., [18] explained this by observing that metaplastic 

breast carcinoma showed intense resistance to Olaparib due to increased Pgp drug 

efflux transporter expression. From the in-silico evaluation, using the BOILED-EGG 

model, all of the selected hits are non-substrates of the permeability glycoprotein, Pgp, 

as indicated by the red spheres in Figure 5.4, except for compounds 8250 and 2251. 

Considering the approved and orally available breast cancer drugs, 48% of them are 

Pgp substrates, implying that low concentrations of these drugs are available for 

activity, while the rest are pumped out of the cell. 
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Further, predictions for passive human gastrointestinal absorption (HIA) and blood 

brain barrier (BBB) were explored using the BOILED-Egg model as shown in Figure 

5.4. In the BOILED-Egg model, compounds are predicted to penetrate the intestinal 

cell membranes if they are in the white area and conversely, the BBB if they are in the 

yellow region. Four of the selected hits (compound 3255, 8796, 6218 and 8250) are 

predicted to have good blood brain barrier penetration and a high human 

gastrointestinal absorption, since the white and yellow regions are not mutually 

exclusive.  

The remaining three compounds (6197, 8361 and 2251) have a high gastrointestinal 

absorption but do not penetrate the BBB. However, 85% of approved breast cancer 

drugs do not penetrate the BBB, and 28% have low gastrointestinal absorption and do 

not exhibit BBB permeation. The interest in hits that can cross the BBB stems from the 

fact that, amongst other cancers, breast cancer is the leading cause of brain 

metastases, which is the leading cause of death in breast cancer patients. [19–21] Given 

that most chemotherapy does not penetrate the BBB, there is a need to design drugs 

that do. 

The availability of drugs depends on their distribution between their binding with 

plasma proteins (PPB); the equilibrium of bound and unbound serum proteins (Fu) as 

well as the distribution of drugs (VD). If the PPB is predicted to be less than 90% then 

the therapeutic index of that drug is assumed to be high. Half of the hits (3255, 6218 

and 8250) had a PPB less than 90%. All the hits had a VD within the acceptable range 

of 0.004-20 L/Kg. The fraction unbound was greater than 5% for all the hits except for 

Compound 6218. 
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Figure 5.4 The BOILED-Egg model of the selected hit compounds. 

 

 

5.3.3.2 Metabolism 

Drug metabolism occurs in a variety of locations throughout the body, including the 

liver, intestinal walls, lungs, kidneys, and plasma. [22] However, the liver is regarded as 

the primary site of drug metabolism, detoxification, and xenobiotic excretion, as 

catalysed by the CYP450 system. [23] In the presence of another drug metabolised by 

the same pathway, drugs with CYP450 activity can induce drug-drug interactions, 

which can alter the metabolism of concurrently administered drugs resulting in drug 

toxicity or lowering drug concentration to the point of treatment failure. The results of 

the in-silico evaluation of the hit compounds are shown in Table A 3 in the Appendix 

section, and indicates whether the hits are inhibitors, non-inhibitors and substrates or 

non substrates of the CYP450 family.  
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These results can be used as a guide when the hits are prescribed in combination with 

other drugs. Tamoxifen, an approved breast cancer drug, for example, when taken in 

combination with CYP2D6 inhibitors results in reduced tamoxifen activity due to drug-

drug interactions. [24] According to the analysis, all of the compounds studied interfere 

with different CYP450 isoforms, but all of the hits, with the exception of compound 

2251, are non substrates or non-inhibitors of at least 50% of the CYP enzymes studied, 

which was comparable to the set of breast cancer drugs used in this study which had 

85% of the drugs as non substrates or non-inhibitors of the CYP family of enzymes. 

 

5.3.3.3 Excretion 

The excretion of a compound is an important parameter that must be studied as it 

describes the volume of distribution, half-life and frequency of dosing of a drug. [25] 

According to the results of the ADMETlab2.0 server analysis (Table A 4, Appendix), 

compounds with clearance (CL) penetration values greater than 15; between 5 and 

15, and less than 5 were classified as having high; moderate and low clearance.  

Compounds 3255, 6197, 8250 were predicted to have a good clearance whereas 

2251, 6218, 8361 and 8796 were predicted to have low clearance. In general, the hit 

compounds and orally available breast cancer drugs were predicted to have short half-

lives of less than 3 hours, with compounds 3255 and 6218 having the shortest half-

lives and 26% of approved breast cancer drugs having the longest half-lives.  

 

5.3.3.4 Toxicity 

The probability of compounds blocking hERG, a gated potassium channel responsible 

for the regulation of the exchange of cardiac action potential and resting potential, [26] 
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as well as the probability of human hepatotoxicity (H-HT) was assessed for both the 

hit compounds as well as the approved breast cancer drugs. The results suggest that 

all the hit compounds have a very low probability of blocking hERG, whilst compounds 

2251, 6197 and 8361 have a high probability of inducing liver injury. When compared 

with the existing breast cancer drugs, 63% of the breast cancer drugs have a high 

probability of blocking hERG and all the breast cancer drugs have a high potential of 

inducing liver injury. 

 

5.4 Conclusion 

The physicochemical and pharmacokinetic antitumour properties of the seven hit 

compounds discovered through virtual screening were investigated. Four of the five 

compounds with antibacterial resistance and antitumour activity, compounds 3255, 

8796, and 8250 inhibited tumour growth by more than 20%. Except for compound 

8796 with a low therapeutic index and low clearance, and compound 8250 predicted 

to be a Pgp substrate. The four compounds were predicted to have good oral 

bioavailability, to be non-hERG inhibitors, and non-hepatotoxic; have short half-lives, 

good clearance, and high therapeutic indices. However, the three compounds 2251, 

6197, and 8361 that demonstrated antibacterial susceptibility were predicted to be 

hepatotoxic, have long half-lives, have a high therapeutic index, and have low 

clearance. According to this analysis, compounds 3255, 8796, and 8250 can serve as 

good starting points for in vivo anticancer tests. 
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6 Summary and Conclusions 

6.1 Introduction 

Although nicastrin, a gamma-secretase component, is a validated target for breast 

cancer therapy, binding data for small molecules known to target nicastrin show that 

the compounds were designed for the gamma-secretase complex in general. Binding 

modes and interactions for these known inhibitors, as well as their possible binding 

sites, are not available to inform the design of nicastrin specific inhibitors.  In this study, 

chemogenomic means were used to identify binding sites in nicastrin and design 

nicastrin specific compounds. 

6.1.1 Nicastrin binding sites and binding modes and interactions of known 

inhibitors 

Blind docking predicted three distinct binding sites in both conformers, which are 

located in similar locations. The identified sites (Table 3.1) encompass domains or 

signature regions within nicastrin that are specific to their function (Figure 3.2A). 

These include a site that contains the DYIGS signature (DYIGS site) and the TPR- like 

site including a potential binding site positioned in a central cleft in the hinge region 

(Hinge region site). The DYIGS and Hinge sites had DLID scores that were favorable 

for binding drug-like molecules, however, the volume of the Hinge site was small 

relative to that of small molecules used in the study. The TPR-like site, though having 

the second-largest volume had negative DLID scores in both conformers due to its low 

hydrophobic and aromatic character. The negative DLID score shows preferential 

binding to highly polar molecules that are not drug-like. The DYIGS site was used 

throughout the study for binding mode analysis as it was the most druggable site by 

drug-like compounds. 
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The binding site was evaluated using a 50 ns molecular dynamic simulation, free 

energy calculations, and residue decomposition analysis. The analysis reveals that 

hydrophobic interactions and electrostatic forces dominate binding in nicastrin. The 

residues Arg105, Gln139 and Val138 were found to contribute the most to the binding 

energy (Table 3.3; Figure 3.4). Known nicastrin compounds were docked in the 

DYIGS site and the interactions reveal that they interact with the residues Arg105, 

Gln139 and Val138 (Figure 3.10).   

6.1.2 Nicastrin hits identified from virtual screening 

To inform the quantitative structure activity relationships that were used to identify 

potential inhibitors for breast cancer therapy from the Maybridge HitCreator dataset, 

the physicochemical properties and scaffold space of nicastrin inhibitors were 

investigated. High activity for nicastrin inhibition was associated with specific 

connectivity containing a sulfon, sulfonamide, or sulfonamide connected to a non-

aromatic ring and a halide or a halide connected to a benzene ring. The degree of 

branching, chain length, and the presence of cyclic structures, heteroatoms like 

halogen, nitrogen, and sulfur atoms all had an impact on the activity of nicastrin. Seven 

hits were identified from the QSAR and scaffold analysis.  

The seven hits were evaluated in silico for their physicochemical and pharmacokinetic 

properties as well as antitumour activity using bioassays; this evaluation provides a 

solid foundation for in vivo experiments, as summarized in Table 6.1. Only Compound 

6218 out of the seven compounds had tumour inhibition less than 20%. This 

demonstrated that the models were capable of identifying nicastrin hits with anticancer 

activity. For the seven compounds, the percentage inhibition ranged from 30 to 

87.50%. Some of the compounds did, however, exhibit an antibiotic susceptibility, 
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which may limit their activity. All compounds had the physicochemical characteristics 

required for bioavailability, according to ADMET predictions, but some of the 

pharmacokinetic characteristics that were flagged and shown in Table 6.1 can be 

optimized for effective drug delivery. 

Table 6.1 Physicochemical, pharmacokinetic and Antitumour properties of the hits 

Compound ID Antibacterial 

Inhibition  

% Inhibition 

of Tumours 

Flagged 

ADMET 

properties  

  

 

3255 

R 45.00 ± 05.60 Long half life 

 

6218 

R 15.00 ± 10.21 Low clearance, 

low fraction 

bound, long 

half-life.  

 

2251 

S 57.00 ± 08.33 Pgp substrate, 

does not 

penetrate the 

BBB, low 

therapeutic 

index, substrate 

of 80% of the 

CYP family, low 

clearance and a 

high 

hepatotoxicity  
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8796 

R 87.50 ± 05.50 Low clearance 

and low 

therapeutic 

index due to 

high plasma 

protein binding 

 

8361 

S 30.02 ± 10.20 Does not 

penetrate the 

blood brain 

barrier, low 

therapeutic 

index due to 

high plasma 

binding, low 

clearance and 

high 

hepatotoxicity 

 

8250 

R 79.00 ± 05.66 Pgp substrate 

 

6197 

S 52.50 ± 11.82 Does not 

penetrate the 

blood brain 

barrier, low 

therapeutic 

index due to 

high plasma 

binding, high 

hepatotoxicity. 

 

6.2 Conclusion 

In this work, three binding sites were identified in nicastrin. The TPR-like site, a site 

seen to be ideal for hydrophilic compounds, the hinge site, suitable for small 

hydrophobic compounds with a volume less than 250 Å and the most druggable by 
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drug-like compounds, the DYIGS site. Analysis of the DYIGS site revealed that 

hydrophobic interactions and electrostatic forces dominate binding with residues 

Arg105, Gln139 and Val138 contributing the most to the binding energy.  

Seven compounds were identified as nicastrin inhibitors from scaffold analysis and 

virtual screen using machine learning models and docking and of these six having 

anticancer activity. Compound 6218, 2-morpholin-4-yl-6-pyridin-3-yl-4,4-

bis(trifluoromethyl)-1,3,5-oxadiazine had a percentage inhibition of 15% and was off 

the range of anticancer compounds.  

Compounds 8361(5-[[3,5-bis(trifluoromethyl)phenyl] hydrazinylidene]-2,2-dimethyl-

1,3-dioxane-4,6-dione); 6197 (N'-[2-tert-butyl-5-(trifluoromethyl) pyrazolo[1,5-a] 

pyrimidin-7-yl] benzohydrazide) and 2251 (5-(3-methoxyphenyl)-8,8-dimethyl-2-(2-

oxopropylsulfanyl)-5,7,9,10-tetrahydro-3H-pyrimido[4,5-b] quinoline-4,6-

dione) showed antibacterial activity which compromised their anticancer activity. 

Compounds that exhibited anticancer activity with antibacterial resistance are 3255 

(N, N-dimethyl-6-(2-methylphenyl)-4,4-bis(trifluoromethyl)-1,3,5-oxadiazin-2-amine); 

8796 (N-(4,7,7-trimethyl-2-phenyl-6,8-dihydroquinolin-5-ylidene) hydroxylamine) and 

8250 (methyl 3-[[2-(1-benzoyl-3-oxopiperazin-2-yl)acetyl]amino]benzoate). 

 

6.3 Future Work 

The discovery of nicastrin inhibitors with anticancer activity has laid the foundation of 

development of lead compounds with proven breast cancer activity.  It is important to 

test these hits further on breast cancer cell lines and optimize the pharmacokinetic 

properties. Using deep learning machine learning techniques, the compounds should 

be developed from hits to leads. 
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APPENDIX 

A1: GROMACS mdp file for Molecular dynamic simulations of nicastrin bound 

to compound CID44433923 

integrator              = md 

dt                      = 0.002 

nsteps                  = 25000000 

nstlog                  = 1000 

nstxout                 = 5000 

nstvout                 = 5000 

nstfout                 = 5000 

nstcalcenergy           = 100 

nstenergy               = 1000; 

cutoff-scheme           = Verlet 

nstlist                 = 20 

rlist                   = 1.2 

coulombtype             = pme 

rcoulomb                = 1.2 

vdwtype                 = Cut-off 

vdw-modifier            = Force-switch 

rvdw_switch             = 1.0 

rvdw                    = 1.2; 

tcoupl                  = Nose-Hoover 

tc_grps                 = PROT    SOL_ION 

tau_t                   = 1.0     1.0 

ref_t                   = 303.15 303.15; 

pcoupl                  = Parrinello-Rahman 

pcoupltype              = isotropic 

tau_p                   = 5.0 
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compressibility         = 4.5e-5 

ref_p                   = 1.0; 

constraints             = h-bonds 

constraint_algorithm    = LINCS 

continuation            = yes; 

nstcomm                 = 100 

comm_mode               = linear 

comm_grps               = PROT SOL_ION; 

refcoord_scaling        = com 

 

Table A 1 Absorption 

Compound Caco2 

permeability 

MDCK 

Permeability 

Human 

intestinal 

absorption 

P-gp 

inhibitor 

P-gp 

Substrate 

F20% F30% 

2251 -4.577 2.9e-05 0.007 0.081 0.001 0.929 0.332 

3255 -4.694 2.8e-05 0.005 0.815 0.003 0.004 0.008 

6197 -4.961 3.1e-05 0.006 0.465 0.024 0.004 0.002 

6218 -4.755 2.5e-05 0.002 0.082 0.001 0.983 0.781 

8250 -4.692 0.00039 0.052 0.0 0.071 0.025 0.246 

8361 -4.866 2.1e-05 0.005 0.261 0.001 0.934 0.918 

8796 -4.636 3.1e-05 0.007 0.917 0.0 0.002 0.001 

 

Table A 2 Distribution 

Compound PPB /% VD L/Kg BBB Fu/ % 

2251 94.23 0.862 0.242 2.563 

3255 88.42 0.459 0.553 2.918 

6197 95.7 3.304 0.888 2.738 

6218 35.06 1.517 0.47 46.14 

8250 87.67 1.68 0.968 6.563 
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8361 100.1 2.065 0.048 0.700 

8796 96.76 0.69 0.95 2.44 

 

Table A 3 Metabolism 

Compound CYP1A2 

inhibitor 

CYP1A2 

substrate 

CYP2C19 

inhibitor 

CYP2C19 

substrate 

CYP2C9 

inhibitor 

CYP2C9 

substrate 

CYP2D6 

inhibitor 

CYP2D6 

substrate 

CYP3A4 

inhibitor 

CYP3A4 

substrate 

2251 0.047 0.774 0.893 0.797 0.941 0.874 0.074 0.781 0.881 0.902 

3255 0.954 0.239 0.948 0.068 0.877 0.548 0.042 0.096 0.391 0.286 

6197 0.947 0.925 0.946 0.127 0.934 0.518 0.389 0.197 0.2 0.278 

6218 0.12 0.061 0.66 0.928 0.442 0.15 0.007 0.235 0.25 0.94 

8250 0.064 0.971 0.018 0.835 0.012 0.083 0.004 0.087 0.03 0.64 

8361 0.894 0.963 0.897 0.118 0.914 0.047 0.098 0.053 0.358 0.187 

8796 0.766 0.162 0.915 0.086 0.901 0.871 0.043 0.645 0.144 0.323 

 

 

Table A 4 Excretion 

Compound CL T1/2 

2251 1.325 0.35 

3255 7.764 0.884 

6197 7.485 0.311 

6218 3.086 0.602 

8250 5.454 0.119 

8361 4.725 0.165 

8796 1.166 0.096 

 

 

 

 


